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Abstract

We investigate optimal decision making under imperfect recall, that is, when an agent forgets information it once held before. An example is the absentminded driver game, as well as team games in which the members have limited communication capabilities. In the framework of extensive-form games with imperfect recall, we analyze the computational complexities of finding equilibria in multiplayer settings across three different solution concepts: Nash, multiselves based on evidential decision theory (EDT), and multiselves based on causal decision theory (CDT). We are interested in both exact and approximate solution computation. As special cases, we consider (1) single-player games, (2) two-player zero-sum games and relationships to maximin values, and (3) games without exogenous stochasticity (chance nodes). We relate these problems to the complexity classes P, PPAD, PLS, \( \Sigma^P_2 \), \( \exists \mathbb{R} \), and \( \forall \mathbb{R} \).

1 Introduction

In game theory, it is common to restrict attention to games of perfect recall, that is, games in which no player ever forgets anything. At first, it seems that this assumption is even better motivated for AI agents than for human agents: humans forget things, but AI does not have to. However, we argue this view is mistaken: there are often reasons to design AI agents to forget, or to structure them so that they can be modeled as forgetful. Moreover, such forgetting-by-design follows predictable rules and is thereby easier to model formally than idiosyncratic human forgetting. Thus, games of imperfect recall are receiving renewed attention from AI researchers.

Imperfect recall is already being used for state-of-the-art abstraction algorithms for larger games of perfect recall [Waugh et al., 2009; Ganzfried and Sandholm, 2014; Brown et al., 2015]. The idea is that by forgetting unimportant aspects of the past, the AI can afford to conduct equilibrium-approximation computations with a game model that has a more refined abstraction of the present. Indeed, imperfect-recall abstractions were a key component in the first superhuman AIs in no-limit Texas hold’em poker [Brown and Sandholm, 2018; Brown and Sandholm, 2019].

Imperfect recall also naturally models settings in which forgetting is deliberate for other reasons, such as privacy of sensitive data [Conitzer, 2019; Zhang and Sandholm, 2022]. Conitzer provides the example of an AI driving assistant designed to intervene whenever the human car driver makes a significant error. In such instances, the AI must assess the overall skill level of the human driver, despite not being allowed to store information about the individual.

It can also model teams of agents with common goals and limited ability to communicate. Each team, represented by one agent with imperfect recall, is then striving for some notion of optimality among team members [von Stengel and Koller, 1997; Celli and Gatti, 2018; Emmons et al., 2022; Zhang et al., 2023]. Highly distributed agents are similarly well-described by imperfect recall: such an agent may take an action at one node based on information at that node, and then need to take another action at a second node without yet having learned yet what happened at the first node. Thus, effectively, the distributed agent has forgotten what it
knew before. Finally, a single agent can be instantiated multiple times in the same environment, where one copy does not know what another copy just knew [Conitzer and Österheld, 2023]. For example, we might want to test goal-oriented AI agents in simulation to ensure that they will later act in a held, 2023]. For example, we might want to test goal-oriented multiple times in the same environment, where one copy does not know before. Finally, a single agent can be instantiated multiple times in the same environment, where one copy does not know what another copy just knew [Conitzer and Österheld, 2023]. For example, we might want to test goal-oriented AI agents in simulation to ensure that they will later act in a

Perfect recall is a common technical assumption in game theory because it implies many simplifying properties, such as polynomial-time solvability of single-player and two-player zero-sum settings [Koller and Megiddo, 1992]. In multi-player settings with imperfect recall, Nash equilibria may not exist anymore [Wichardt, 2008]; in fact, we show that deciding existence is computationally hard. To give an illustrative running example, consider a variation of Wichardt’s game in Figure 1a, which we call the forgetful (soccer) penalty shoot-out. The shooter (P1) decides whether to shoot left or right, once before the whistle, and once again right before kicking the ball. At the second decision point, P1 has forgotten which direction they chose previously. P1 only succeeds in shooting in any direction if she chooses that direction at both decision points. Upon succeeding, it becomes a matching pennies game with the goalkeeper (P2) who chooses to jump left or right to block the ball. A similar analysis to the one of matching pennies implies that in a potential Nash equilibrium, none of the two players can play one side more often than the other. However, both players randomizing 50/50 at each infoset is not a Nash equilibrium either: P1 is not best responding to P2 because she could instead deterministically shoot towards one side to avoid mis-coordination with herself altogether which would achieve a payoff of 1 instead of 0.

Indeed, many of our intuitions fail for imperfect-recall games – to the point that a significant body of work in philosophy and game theory addresses conceptual questions about probabilistic reasoning and decision making in imperfect-recall games, such as in the Sleeping Beauty problem [Elga, 2000] or the absentminded driver game of Figure 1b [Piccione and Rubinstein, 1997]. From this literature, several distinct and coherent ways to approach games of imperfect recall have emerged. We will discuss these in detail in Section 4.

In this paper, we study the computational complexity of solving imperfect-recall extensive-form games. We focus on three solution concepts: (1) Nash equilibria where players play mutual best response strategies (or simply optimal strategies in single-player domains), (2) multiselves equilibria based on evidential decision theory, in which each infoset plays a best-response action to all other infosets and players, and (3) multiselves equilibria based on causal decision theory, in which each infoset plays a Karush-Kuhn-Tucker (KKT) point action for the current strategy profile. The latter two are relaxations of the first. Sections 2 and 4 cover preliminaries on imperfect-recall games and on multiselves equilibria, respectively. Sections 3 and 5 analyze the computation of Nash equilibria and of multiselves equilibria, respectively, in various setting. Our complexity results for these are summarized in Table 1. Last but not least, Section 6 shows that games with imperfect recall stay computationally equally hard even in the absence of exogenous stochasticity (i.e., chance nodes).

### Table 1: Summary of complexity results.

<table>
<thead>
<tr>
<th></th>
<th>Multi-player</th>
<th>Single-player</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash (D)</td>
<td>EDT (D)</td>
<td>CDT (S)</td>
</tr>
<tr>
<td>exact</td>
<td>ΣP-complete</td>
<td>1/exp</td>
</tr>
<tr>
<td>(Thms. 2 and 4)</td>
<td>(Thms. 1 &amp; 3)</td>
<td>1/poly</td>
</tr>
<tr>
<td>1/exp</td>
<td>PPAD-complete</td>
<td>(Thm. 6)</td>
</tr>
<tr>
<td>1/poly</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Thms. 2 and 4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Thms. 1 &amp; 3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>optimal (D)</td>
<td>EDT (S)</td>
<td>CDT (S)</td>
</tr>
<tr>
<td>exact</td>
<td>ΣP-complete</td>
<td>1/exp</td>
</tr>
<tr>
<td>[Gimbert et al., 2020]</td>
<td></td>
<td>1/poly</td>
</tr>
<tr>
<td>1/exp</td>
<td>PLS-complete</td>
<td>(Thm. 5)</td>
</tr>
<tr>
<td>1/poly</td>
<td>P (Cor. 22*)</td>
<td>P (Cor. 17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. A set of

### 2 Imperfect-Recall Games

We first define extensive-form games, allowing for imperfect recall. The concepts we use in doing so are standard; for more detail and background, see, e.g., Fudenberg and Tirole [1991] and Piccione and Rubinstein [1997]. In this section, we follow the exposition of Tewolde et al. [2023], with the addition of introducing multi-player notation.

**Definition 1.** An extensive-form game with imperfect recall, denoted by \( \Gamma \), consists of:

1. A rooted tree, with nodes \( H \) and where the edges are labeled with actions. The game starts at the root node \( h_0 \) and finishes at a leaf node, also called terminal node. We denote the terminal nodes in \( H \) as \( Z \) and the set of actions available at a nonterminal node \( h \) is \( Z \) as \( A_h \).
2. A set of \( N + 1 \) players \( \mathcal{N} \cup \{c\} \), for \( N \in \mathbb{N} \), and an assignment of nonterminal nodes to a player that shall choose an action at that node. Player \( c \) stands for chance and represents exogenous stochasticity that chooses an action. With \( \mathcal{H}(i) \) we denote all nodes associated to player \( i \) in \( \mathcal{N} \).
3. A fixed distribution \( \mathbb{P}(\cdot | h) \) over \( A_h \) for each chance node \( h \in H(i) \), with which an action is determined at \( h \).
4. For each \( i \in \mathcal{N} \), a utility function \( u_i : Z \rightarrow \mathbb{R} \) that specifies the payoff that player \( i \) receives from finishing the game at a terminal node.
5. For each \( i \in \mathcal{N} \), a partition \( \mathcal{H}^{(i)} = \sqcup_{I \in \mathcal{I}^{(i)}} I \) of player \( i \)’s decision nodes into information sets (infosets). We require \( A_h = A_{h'} \) for all nodes \( h, h' \) of the same infoset. Therefore, infoset \( I \) has a well-defined action set \( A_I \).

**Imperfect Recall.** Nodes of the same infoset are assumed to be indistinguishable to the player during the game even though the player is always aware of the full game structure. This may happen even in perfect-recall games due to imperfect information, that is, when it is unobservable to the player what another player (or chance) has played. This effect is present in Figure 1a for P2. In contrast, infoset \( I_2 \) of P1 exhibits imperfect recall because once arriving there, the player has forgotten information about the history of play that she once held when leaving \( I_1 \), namely whether she chose left or right back then. In Figure 1b, the player is unable to recall whether she has been in the same situation before or not. This phenomenon is a special kind of imperfect recall called absentmindedness. The degree of absentmindedness of an infoset shall be defined as the maximum number of nodes of the same game trajectory that belong to that infoset. In Figure 1b, it is 3. The branching factor of a game is the maximum number of actions at any infoset.

In contrast to that, games with perfect recall have every infoset reflect that the player remembers the sequence of infosets she visited and the actions she took. We note that any infoset \( I \) reflects that the player remembers the sequence of infosets she visited and the actions she took. We note that any infoset \( I \) exhibits imperfect recall because once reaching there, the player remembers the sequence of infosets visited and actions taken by player \( i \) on the path \( \text{hist}(h) \). Then, formally, a game has perfect recall if for all players \( i \in \mathcal{N} \), all infosets \( I \in \mathcal{I}^{(i)} \), and all nodes \( h, h' \in I \), we have \( \exp^{(i)}(h) = \exp^{(i)}(h') \).

**Strategies.** Let \( \Delta(A_I) \) denote the set of probability distributions over the actions in \( A_I \). These will also be referred to as randomized actions. A (behavioral) strategy \( \mu^{(i)} : \mathcal{I} \to \sqcup_{I \in \mathcal{I}^{(i)}} \Delta(A_I) \) of a strategic player \( i \) assigns to each of her infosets \( I \) a probability distribution \( \mu^{(i)}(\cdot | I) \in \Delta(A_I) \). Upon reaching \( I \), the player draws an action randomly from \( \mu^{(i)}(\cdot | I) \). A pure strategy maps deterministically1 to \( \sqcup_{I \in \mathcal{I}^{(i)}} A_I \). A strategy profile, or profile, \( \mu = (\mu^{(i)})_{i \in \mathcal{N}} \) specifies a behavioral strategy for each player. We may write \( (\mu^{(i)}, \mu^{(-i)}) \) to emphasize the influence of \( i \in \mathcal{N} \) on \( \mu \). Denote the strategy set of player \( i \in \mathcal{N} \) with \( S^{(i)} \), and the set of profiles with \( \Sigma \).

For a computational analysis, we identify a randomized action set \( \Delta(A_I) \) with the simplex \( \Delta^{\lvert A_I \rvert-1} \), where \( \Delta^{n-1} := \{ x \in \mathbb{R}^n : x_k \geq 0 \forall k, \sum_{k=1}^n x_k = 1 \} \). Therefore, the strategy sets are Cartesian products of simplices:

\[
S = \times_{i \in \mathcal{N}} \times_{I \in \mathcal{I}^{(i)}} \Delta^{\lvert A_I \rvert-1} \quad \text{and} \quad S^{(i)} = \times_{I \in \mathcal{I}^{(i)}} \Delta^{\lvert A_I \rvert-1}.
\]

**Reach Probabilities and Utilities.** Let \( \mathbb{P}(h | \mu, h_0) \) be the probability of reaching node \( h \in \mathcal{H} \) given that the current game state is at \( h \in \mathcal{H} \) and that the players are playing profile \( \mu \). It evaluates as 0 if \( h \notin \text{hist}(h) \), and as the product of probabilities of the actions on the path from \( h \) to \( h \) otherwise. The expected utility payoff of player \( i \in \mathcal{N} \) at node \( h \in \mathcal{H} \setminus \mathcal{Z} \) if profile \( \mu \) is being followed henceforth is \( U^{(i)}(\mu | h) := \sum_{z \in \mathcal{Z}} \mathbb{P}(z | \mu, h) \cdot U^{(i)}(z) \). We overload notation by defining \( \mathbb{P}(h | \mu) := \mathbb{P}(h | \mu, h_0) \) for root \( h_0 \) of \( \Gamma \), and by defining the function \( U^{(i)}(\mu) := U^{(i)}(\mu | h_0) \), mapping a profile \( \mu \) to its expected utility from game start. In Figure 1b, this is \( U^{(1)}(\mu) = 6e^2e - o \), or, to follow our notation more precisely, \( U^{(1)}(\mu) = 6\mu^{(1)}(c | I)^2\mu^{(1)}(e | I) \).

**Polynomials.** Each summand \( \mathbb{P}(z | \mu, h) \cdot U^{(i)}(z) \) in \( U^{(i)}(\mu | h) \) is a monomial in \( \mu \) times a scalar, and the expected utility function \( U^{(i)}(\mu) \) is a polynomial function in the profile \( \mu \). All these polynomials \( U^{(i)} \) can be constructed in polynomial time (polytomie) in the encoding size of \( \Gamma \).

One might also ask how general those polynomial utility functions may be. Indeed, imperfect-recall games can be very expressive. We give a polytime construction in Appendix A.4 that, given a collection of \( N \) multivariate polynomials \( p^{(i)} : \times_{j=1}^N \times_{j=1}^N \mathbb{R}^{m^{(i)}} \to \mathbb{R} \), yields an associated \( N \)-player game \( \Gamma \) with imperfect recall such that its expected utility functions satisfy \( U^{(i)}(\mu) = p^{(i)}(\mu) \) on \( \times_{j=1}^N \times_{j=1}^N \mathbb{R}^{m^{(i)}} \).

**Approximate Solutions.** The solution concepts we investigate will have a definition of the abstract form “Strategy \( \mu \) is a solution if for all \( y \in Y \) we have \( f(\mu) \geq f_p(y) \)” for some set \( Y \) of alternatives and some utility/objective functions \( f \) and \( f_p \). Then, we call a strategy \( \mu \) an \( \epsilon \)-solution if \( \forall y \in Y : f(\mu) \geq f_p(y) - \epsilon \).

**Computational Considerations.** In this paper, we discuss decision problems and search problems. The former ask for a yes/no answer; the latter ask for a solution point. The input to these computational problems may be a game \( \Gamma \), a precision parameter \( \epsilon > 0 \), and/or a target value \( t \). Values in \( \Gamma \), as well as \( \epsilon \) and \( t \) are assumed to be rational. We assume that a game \( \Gamma \) is represented by its game tree structure, which has size \( \Theta(|\mathcal{H}|) \), and by a binary encoding of its chance node probabilities and its utility payoffs. If there is a target \( t \), then it shall be given in binary as well.

If there is no precision parameter \( \epsilon \), then we are dealing with problems involving exact solutions. In our settings, such problems are usually beyond NP because equilibria may require irrational probabilities and may therefore not be representable in finite bit length. In fact, Tewolde et al. [2023][Figure 6] give a simple single-player example in which the unique equilibrium takes on irrational values. That is, in part, why we will also be interested in approximations up to a small precision error \( \epsilon > 0 \). Here, we mean ‘small’ relative to the range of utility payoffs, which – by shifting and rescaling utilities – we can w.l.o.g. assume to be \([0, 1]\).
Remark. By default, $\epsilon > 0$ will be given in binary, in which case we require inverse-exponential (1/exp) precision.

Here, the term ‘inverse-exponential’ indicates that $1/\epsilon$ can be exponentially larger than the tree size $|H|$. Occasionally, we may instead require inverse-polynomial (1/poly) precision, which is when $\epsilon$ is given in unary, or require constant precision, which is when $\epsilon$ is fixed to a constant $> 0$. Naturally, 1/exp precision is hardest to achieve.

Complexity Classes. We give a brief overview of the complexity classes appearing in this paper, and refer to Appendix A.5 for references and more details. The subset relationships of the complexities classes we present here are believed to be strict. $P$ describes the decision problems that can be solved in polytime. $NP$ describes the decision problems that can be solved in non-deterministic polytime. $\Sigma_2^P$ describes the decision problems that can be solved in non-deterministic polytime when given oracle access to an NP solver, such as a SAT oracle. We have $P \subseteq NP \subseteq \Sigma_2^P \subseteq \text{PSpace}$. $NP$ and $\Sigma_2^P$ are classes for decision problems that can be formulated as one over discrete variables (w.l.o.g. Boolean variables). Their counterparts for real-valued decision problems are the first-order-of-the-reals classes $\exists \mathbb{R}$ and $\exists \forall \mathbb{R}$: A $\exists \mathbb{R}$ problem asks whether a sentence of the form $\exists x_1 \ldots \exists x_n F(x_1, \ldots, x_n)$ is true, where the $x_i$ represent real-valued variables and $F$ represents a quantifier-free formula of (in-)equalities of real polynomials in rational coefficients. $\exists \forall \mathbb{R}$ is defined analogously, except for sentences of the form $\exists x \in \mathbb{R}^n \forall y \in \mathbb{R}^m F(x, y)$. We have $NP \subseteq \exists \mathbb{R} \subseteq \text{Pspace} \cap \exists \forall \mathbb{R}$.

The complexity classes $FP$ and $FNP$ are the search problem analogues of $P$ and $NP$, and as such, essentially have the same complexity. The landscape between $FP$ and $FNP$, however, is rich. Total NP search problems are those problems in $FNP$ for which one knows that each problem instance admits a solution. The complexity classes in it can be characterized by the natural, but exponential-time method with which one can show that each problem instance admits a solution. For the class $\text{PPAD}$ the method is that of a fixed point argument, as is the case, e.g., for the existence of a Nash equilibrium. For the class $\text{CLS}$ the method is that of a local optimization argument on a directed acyclic graph. For the class $\text{CLS}$ the method is that of a $\text{CLS}$ a local optimization argument on a bounded polyhedral (continuous) domain. We have $FP \subseteq \text{CLS} = \text{PPAD} \cap \text{PLS}$ and $\text{PPAD} \cap \text{PLS}, \text{PLS} \subseteq \text{FNP}$.

3 Nash Equilibria and Optimal Play

In this section, we present our computational results for the classic and most important solution concept in game theory – the Nash equilibrium [Nash, 1950].

Definition 2. A profile $\mu$ is said to be a Nash equilibrium (in behavioral strategies) for game $\Gamma$ if for all player $i \in \mathcal{N}$, and all alternative strategies $\pi^{(i)} \in S^{(i)}$, we have $U^{(i)}(\mu^{(i)}, \mu^{(-i)}) \geq U^{(i)}(\pi^{(i)}, \mu^{(-i)})$.

In a Nash equilibrium, no player has any utility incentives to deviate unilaterally to another strategy. Nash showed that any finite perfect-recall game admits at least one Nash equilibrium. In contrast, some finite imperfect-recall games have no Nash equilibrium, as discussed in the introduction. If there is only a single player, however, finding a Nash equilibrium – i.e., finding an optimal strategy – reduces to maximizing a polynomial utility function over a compact strategy space. Such a solution is guaranteed to exist, and its value is unique. Therefore, one may ask instead whether some target value $t$ can be achieved in a given game. In Figure 1b, this would result in the $\exists \mathbb{R}$-sentence $\exists t : 6c^2 e \geq t \wedge c \geq 0 \wedge e \geq 0 \wedge c + e = 1$. This is an easier task than finding an optimal strategy. Nonetheless, we have:

Proposition 3 (Gimbert et al., 2020). Deciding whether a single-player game with imperfect recall admits a strategy with value $\geq t$ is $\exists \mathbb{R}$-complete.

For approximation, consider problem $\text{OPT-D}$ that asks to distinguish between whether $\exists \mu \in S : U^{(1)}(\mu) \geq t$ and whether $\forall \mu \in S : U^{(1)}(\mu) \leq t - \epsilon$.

Proposition 4 (Koller and Megiddo, 1992; Tewolde et al., 2023). $\text{OPT-D}$ is $\text{NP}$-complete.

Technically, Koller and Megiddo establish hardness for the exact decision problem. We shall merely add the observation that their proof also implies NP-hardness of the approximate problem; and via the PCT theorem [Hästad, 2001], even for a constant precision $\epsilon < 1/8$.

3.1 Two-Player Zero-Sum Games

A two-player zero-sum (2p0s) game is a two-player game where $U^{(2)} = -U^{(1)}$. In that case utilities can be given in terms of $P_1$ and $P_2$ simply minimizes that utility.

Koller and Megiddo [1992] prove $\Sigma_2^P$-completeness of deciding in 2p0s games with imperfect recall whether the min-max value in pure-strategy play exceeds some utility target $\geq t$. We will consider behavioral strategies instead.

Definition 5. In a 2p0s game $\Gamma$, the (behavioral) max-min value and min-max value are defined as

$U := \max_{\mu^{(1)} \in S^{(1)}} \min_{\mu^{(2)} \in S^{(2)}} U^{(1)}(\mu^{(1)}, \mu^{(2)})$

$\bar{U} := \min_{\mu^{(2)} \in S^{(2)}} \max_{\mu^{(1)} \in S^{(1)}} U^{(1)}(\mu^{(1)}, \mu^{(2)})$

Gimbert et al. [2020] prove that deciding $U \geq t$ is in $\exists \forall \mathbb{R}$ and is $\exists \forall \mathbb{R}$-hard. For approximation, we know the following.

Lemma 6 (Zhang et al., 2023). It is $\Sigma_2^P$-complete to distinguish $U \geq 0$ from $U \leq -\epsilon$ in 2p0s games with imperfect recall. Hardness holds even with no absorptionindedness and 1/poly precision.

To leverage this result in the subsequent sections, we will first show a tight connection between the existence of Nash equilibria in a 2p0s game $\Gamma$, and $\Gamma$’s min-max and max-min values. Define the duality gap of $\Gamma$ as the difference

$\Delta := \bar{U} - U \geq 0$.

In Figure 1a the duality gap is $1 - 0 = 1$.

Proposition 7. Let $\Gamma$ be a 2p0s game with imperfect recall. If $\Delta \leq \epsilon$ then $\Gamma$ admits an $\epsilon$-Nash equilibrium. Conversely, if $\Gamma$ admits an $\epsilon$-Nash equilibrium, then $\Delta \leq 2\epsilon$.

In particular, there is an equivalence between Nash equilibrium existence and vanishing duality gap. This result is not specific to behavioral strategies in imperfect-recall games; it holds for any family of strategies in any 2p0s game.
3.2 Deciding Nash Equilibrium Existence

We observe that the existence of a Nash equilibrium can be formulated as “there exists a profile $\mu$ such that for all other profiles $\pi$ the condition of Definition 2 are satisfied for all $i \in N$”. This puts the exact and approximate decision problems in \exists \forall R and $\Sigma^P_2$ respectively. For an intuitive idea of our upcoming hardness results, consider the game in Figure 2 where subgame $G$ shall be that of Figure 1a and where sub-game $\Gamma$ is a game in which it is hard to decide what utility $P1$ can guarantee himself. Then a profile cannot be a Nash equilibrium if $P2$ is supposed to continue at the root node, because in that case $G$ is reached with positive probability and the players cannot be in equilibrium in that subgame as we have discussed in the introduction. Note that exiting at the root node yields $P2$ a utility of 0, and best-responding to $P1$ in subgame $G$ also yields $P2$ a utility of $\leq 0$ (recall that $P2$ is the minimizer). Thus, for a profile to be a Nash equilibrium in the overall game, $P2$ must exit at the root node as a best response, which is the case exactly if $P1$ cannot achieve a utility of at least 0 in the subgame $\Gamma$. Using the problem instances of Proposition 3 for the subgame $\Gamma$, we obtain

**Theorem 1.** Deciding if a game with imperfect recall admits a Nash equilibrium is \exists \forall R-hard and in \exists \forall R. Hardness holds even for 2p0s games where one player has a degree of absentmindedness of 4 and the other player has perfect recall.

Next, for the approximate case, we use the problem instances of Lemma 6 for the subgame $\Gamma$. Define NASH-D to ask to distinguish between whether an exact Nash equilibrium exists or whether no $\varepsilon$-Nash equilibrium exists.

**Theorem 2.** NASH-D is $\Sigma^P_2$-complete. Hardness holds for 2p0s games with no absentmindedness and 1/poly precision.

With Proposition 7, this immediately implies

**Corollary 8.** It is $\Sigma^P_2$-complete to distinguish $\Delta = 0$ from $\Delta \geq \varepsilon$ in 2p0s games. Hardness holds for 2p0s games with no absentmindedness and 1/poly precision.

Later in this paper, Theorem 4 will imply another $\Sigma^P_2$-hardness for NASH-D but with different restrictions.

3.3 A Naïve Algorithm for Nash Equilibria

For game $\Gamma$, let $|\Gamma|$ denote its representation size and $m := \sum_{i \in N} \sum_{f \in T(i)} |A_i|$ its the total number of pure actions.

**Proposition 9.** NASH-D is solvable in time $\text{poly}(|\Gamma|, \log \frac{1}{\varepsilon}, (m \cdot |H|)^{m^2})$.

In fact, our algorithm finds an $\varepsilon$-Nash equilibrium whenever an exact Nash equilibrium exists. The idea is similar to that one of Lipton and Markakis [2004][Theorem 2] for multi-player normal-form games: Namely, we iteratively sub-divide the strategy space, and repeatedly decide with first-order-of-the-reals solvers whether a Nash equilibrium exists in this smaller region. Those solvers also give rise to the exponential time dependence on $m$. In particular, the algorithm becomes polytime if $m$ is bounded by a constant. This observation will aid us towards a PLS-membership proof in Theorem 5. Also note that such a bound on $m$ will not restrict the size of the game tree since the degree of absentmindedness can still grow arbitrarily (cf. Figure 1b).

4 Introducing Multiselves Equilibria

Section 3 shows strong obstacles to finding Nash equilibria in games with imperfect recall. In light of these limitations, we relax the space of solutions and turn to the multiselves approach (cf. the agent-form [Kuhn, 1953]), which we review in this section. This approach argues that, whenever a player finds herself in an infoset, she has no influence over which actions she chooses at other infosets. Therefore, at a multiselves equilibrium $\mu$, each player will play the best randomized action at each of their infosets, assuming that they themselves play according to $\mu$ at other infosets and assuming all other players also play according to $\mu$.

Consider Figure 3. The optimal strategy is to play $(r_1, r_2)$. This is also a multiselves equilibrium. However, $(l_1, l_2)$ is also a multiselves equilibrium, because if the player is at the top-level infoset $I_1$ and assumes that she will follow left at the bottom-level infoset $I_2$, then it is best for her to go left now. On the other hand, if the player is at $I_2$ and assumes that she played left at $I_1$, then it is again best for her to play left now.

Multiselves equilibria can be arbitrarily bad in payoff in comparison to optimal strategies and Nash equilibria, as can be seen by replacing the payoff of 2 in Figure 3 with some $\lambda \to \infty$. This phenomenon is due to miscoordination across infosets, and it arises in the same manner across teams in team games: The corresponding normal-form game \[
\begin{pmatrix}
\lambda & \lambda & 0 & 0 \\
0 & 0 & 1 & 1
\end{pmatrix}
\] shows that Nash equilibria can be arbitrarily worse relative to Pareto-optimal profiles.

In games with absentmindedness it becomes controversial how to apply the multiselves idea. Specifically, how should...
a player reason about implications of a choice at the current decision point for her action choices at past and future decision points within the same infoset, and – as a consequence – compute incentives to deviate? That is, in considering deviating, will the player assume they would perform the same deviation at other nodes in the same infoset, or that the deviation is a one-time-only event? We will handle this question using two well-motivated decision theories that correspond to these two cases: evidential decision theory and causal decision theory. We will see that Nash equilibria are multiselves equilibria under both decision theories.

This section is accompanied with an extensive Appendix C that – beyond proving the statements made in this section – also introduces some additional observations and lemmas needed for the development of our main results.

4.1 Evidential Decision Theory (EDT)

Suppose a game $\Gamma$ is played with profile $\mu$, and a player $i$ arrives in one of her infosets $I \in \mathcal{I}^i$. EDT postulates that if that player deviates to a randomized action $\alpha \in \Delta(A_i)$ at the current node, then she will have also deviated to $\alpha$ whenever she arrived in $I$ in the past, and that she will also deviate to $\alpha$ whenever she arrives in $I$ again in the future. This is because EDT argues that the choice to play $\alpha$ now is evidence for the player playing the same $\alpha$ in the past and future.

We denote the behavioral strategy that results from an EDT deviation as $\mu^{(i)}_{I \rightarrow \alpha}$. It plays according to $\mu^{(i)}$ at every infoset except for at $I \in \mathcal{I}^i$ where it plays according to $\alpha \in \Delta(A_i)$.

Definition 10. We call $\mu$ an EDT equilibrium for game $\Gamma$ if for all players $i \in N$, all her infosets $I \in \mathcal{I}^i$, and all randomized actions $\alpha \in \Delta(A_i)$, we have

$$U^{(i)}(\mu) \geq U^{(i)}(\mu^{(i)}_{I \rightarrow \alpha}, \mu^{(-i)}).$$

In an EDT equilibrium, no player has an incentive to deviate at an infoset in an EDT fashion to another randomized action. This is because the right hand side of the inequality represents the expected ex-ante utility of such an EDT deviation. Section 4.4 gives an extensive discussion on the ex-ante perspective for multiselves equilibria. Regarding equilibrium computation, the following result is known:

Proposition 11 (Tewolde et al., 2023). Unless $NP = ZPP$, finding an $\epsilon$-EDT equilibrium in a single-player game for 1/poly precision is not in $P$.

4.2 Causal Decision Theory (CDT)

Say, again, game $\Gamma$ is played with profile $\mu$, and a player $i$ arrives in one of her infosets $I \in \mathcal{I}^i$. Then CDT postulates that the player can deviate to an action $\alpha \in \Delta(A_i)$ at the current node without violating that she has been playing according to $\mu^{(i)}$ at past arrivals in $I$, or that she will be playing according to $\mu^{(i)}$ at future arrivals in $I$. This is in addition to assuming that all other players follow $\mu^{(-i)}$ as usual. The intuition behind CDT is that the player’s choice to deviate from $\mu^{(i)}$ at the current node does not cause any change in her behavior at any other node of the same infoset $I$.

Example 12. Recall Figure 1b in which – as the story goes – the absentminded driver has to exit a highway at the second highway exit to find home. Say the player enters the game with $\mu = ‘e’$ (exit), and upon arriving in the infoset, considers deviating to ‘c’ (continue) at this point of time. EDT then argues that the player will always continue on the highway once – or more precisely, continue at the root node since that is the only deviation node she could possibly be given her strategy $\mu$ – and then exit the highway at its second exit.

For node $h \in H^i$ and pure action $a \in A_h$, let $ha$ denote the child node reached if player $i$ plays $a$ at $h$. Consequently, $U^{(i)}(\mu \mid ha)$ is the expected utility of player $i$ from being at $h$, playing $a$, and everyone following profile $\mu$ afterwards. When at an infoset $I \in \mathcal{I}^i$, the player does not know at which node of $I$ she currently is. Therefore, when computing her utility incentives for a CDT-style deviation to $a$, she scales each node by the probability of reaching that node under profile $\mu$. This yields utility incentives

$$\sum_{h \in I} P(h \mid \mu) \cdot U^{(i)}(\mu \mid ha).$$

to CDT-deviate to pure action $a$ at infoset $I$. This value is known to be equal to the partial derivative $\nabla_{I,a} U^{(i)}(\mu)$ of utility function $U^{(i)}$ w.r.t. action $a$ of $I \in \mathcal{I}^i$ at point $\mu$ [Piccione and Rubinstein, 1997; Oesterheld and Conitzer, 2022]. Hence, we can formulate the following definition.

Definition 13. Given a profile $\mu$ in game $\Gamma$, a player $i \in N$ determines her (ex-ante) utility from CDT-deviating at infoset $I \in \mathcal{I}^i$ to randomized action $\alpha \in \Delta(A_i)$ as

$$U^{(i)}_{CDT}(\alpha \mid \mu, I) :=$$

$$U^{(i)}(\mu) + \sum_{a \in A_i} (\alpha(a) - \mu(a \mid I)) \cdot \nabla_{I,a} U^{(i)}(\mu).$$

In other words, this is the first-order Taylor approximation of $U^{(i)}(\mu)$ in the subspace $\Delta(A_i)$. In Figure 8 of Appendix C, we illustrate on a simple game that the ex-ante CDT-utility – as a first-order approximation – may yield unreasonable utility payoffs for values $\alpha$ far away from $\mu(\cdot \mid I)$. Moreover, if $\alpha \neq \mu(\cdot \mid I)$, we observe that the resulting behavior of the deviating player cannot be captured by a behavioral strategy anymore that the player could have chosen from the beginning. That is because the player is now acting differently at different nodes of the same infoset.

Definition 14. A profile $\mu$ is said to be a CDT equilibrium for game $\Gamma$ if for all player $i \in N$, all her infosets $I \in \mathcal{I}^i$, and all alternative randomized actions $\alpha \in \Delta(A_i)$, we have

$$U^{(i)}(\mu) = U^{(i)}_{CDT}(\mu^{(i)}(\cdot \mid I) \mid \mu, I) \geq U^{(i)}_{CDT}(\alpha \mid \mu, I).$$

Therefore, no player has any utility incentives to deviate at an infoset in a CDT fashion to another randomized action. CDT equilibria have received a more thorough treatment in the literature than EDT equilibria have.
Lemma 15 (Lambert et al., 2019). Any game $\Gamma$ with imperfect recall admits a CDT equilibrium.

Thus, we shall define CDT-S as the search problem that asks for an $\epsilon$-CDT equilibrium in the game (which always exists). Let 1P-CDT-S be its restriction to single-player games.

Proposition 16 (Tewolde et al., 2023).
1. A profile $\mu$ is a CDT equilibrium of $\Gamma$ if and only if for all player $i \in \mathcal{N}$, strategy $\mu^{(i)}$ is a KKT-point of $\max_{\pi \in \Pi^{(i)}} U^{(i)}(\pi^{(i)}, \mu^{(-i)})$.

2. The problem 1P-CDT-S is CLS-complete.

The original formulation of Tewolde et al. was not given for the multi-player setting and the ex-ante perspective. The advantages of the latter are discussed in Section 4.4. Furthermore, we may also highlight a positive algorithmic implication which has not been stated before. It can be obtained analogously to [Fearnley et al., 2023, Lemma C.4].

Corollary 17. 1P-CDT-S for 1/poly precision is in P.

4.3 Comparing the Solution Concepts

The three solution concepts form an inclusion hierarchy. This result is known for single-player settings and extends straightforwardly to multi-player settings.

Proposition 18 (Oesterheld and Conitzer, 2022). A Nash equilibrium is an EDT equilibrium. An EDT equilibrium is a CDT equilibrium.

This also implies that any single-player game admits both EDT and CDT equilibria since it admits an optimal strategy (= Nash equilibrium). In general, neither statement in Proposition 18 holds in reverse. Indeed, we have seen in Figure 3 that multiselves equilibria may not be the optimal strategy. Moreover, the strategy $\mu$ described in Example 12 forms a CDT equilibrium but not an EDT equilibrium (an EDT deviation to a uniformly randomized action achieves positive utility).

We will find in this paper that CDT equilibria are easier to compute than EDT equilibria. Indeed, Proposition 11 and Corollary 17 already serve as the first evidence towards such a separation. We can also find a hint towards such an insight by considering the easier problem of verifying whether a given profile could be an equilibrium. For CDT, this can be done in polytime: since $U^{(i)}_{\text{CDT}}$ is linear in $\alpha$, we do not actually need to check Definition 14 for all $\alpha \in \Delta(A_1)$, but it suffices to only check it for pure actions $a \in A_1$. For EDT equilibria, on the other hand, there is no simple-to-check characterization: $U^{(i)}(\mu^{(i)}, ; \mu^{(-i)})$ is a polynomial function over $\Delta(A_1)$, for which no easy verification method is known. At least, this is true in general. As for special cases, we have:

Remark 19. Without absentmindedness, deviation incentives of EDT and of CDT coincide, and so do the equilibrium concepts. Hence, complexity results such as Proposition 16 and Theorem 6 will apply to EDT equilibria as well.

Remark 20. If each player has only one infoset in total, then the EDT equilibrium coincide with the Nash equilibria.

4.4 On Utility Perspectives

Let us discuss the ex-ante and de-se perspectives on utilities, and why we chose the former. Consider the game in Figure 4, which is the perfect-recall version of Figure 3, and consider the strategy $\mu = (c_1 + (1-\epsilon)r_1, r_2, r_3)$ for some small $\epsilon > 0$. In this case, how much does it matter what randomized action the player chooses at node $h_2$? In the de-se perspective, the player calculates her expected deviation gains for her current situation onwards. In our example, she would calculate an incentive of 1 to deviate to $l_2$ assuming she is already at $h_2$. In the ex-ante perspective, the player calculates her expected deviation gains on the ex-ante utility (from before the game started). In our example, she would calculate an incentive of $\epsilon$ to deviate to $l_2$ at $h_2$ since that node is rarely visited anyways.

Previous work in the literature has considered agents that maximize their de-se utilities, as in Strotz [1955] with the strategy of consistent planning or in Piccione and Rubinstein [1997]. This might fit well for human agents who are interested in the impacts of their actions on their current self. In this paper, however, we argue that for AI and team agents, the ex-ante perspective is more suitable. Indeed, such an agent should ground its optimization in the impact its actions has on the overall ex-ante utility; despite imperfect recall limiting the agent’s decision or commitment powers to the current infoset (EDT) or decision node (CDT).

There are also technical advantages supporting the ex-ante perspective. At infosets that are never reached, the action choices do not affect the ex-ante utility. Under de-se reasoning, however, the agent would have to generate beliefs on the impossible event of being at that infoset. In order to make such beliefs well-defined, one has to pick one of many possible options for equilibrium refinement. In optimization terms, the de-se utility functions are fractions of polynomials with possible singularities on the boundary of the strategy set due to vanishing denominators. Tewolde et al.[2023, Theorem 2] circumvents this issue in their formulation of Proposition 16 by only considering games that come with universal lower bounds on the positive reach probabilities of all infosets. Unfortunately, many (simple) games such as Figure 4 do not satisfy this property.

5 Complexities of Multiselves Equilibria

In this section, we present our computational results for multiselves equilibria.
5.1 EDT Equilibria

Consider the (parametrized) absentminded penalty shoot-out in Figure 5. It shows that in multi-player settings, EDT equilibria may not exist. Absentmindedness is crucial for such an example due to Remark 19 and Lemma 15.

Lemma 21. Figure 5 has an EDT equilibrium if and only if \( \lambda \geq 3 \).

The next result establishes \( \exists \mathbb{R} \)-hardness again by similar arguments to Theorem 1. Except in this construction, we attach the single-player game \( \Gamma \) from Proposition 3 to the bottom left of Figure 5. Note here that by an appropriate payoff shift in \( \Gamma \), we can w.l.o.g. assume the target \( t \) for \( \Gamma \) to be 3.

Theorem 3. Deciding whether a game with imperfect recall admits an EDT equilibrium is \( \exists \mathbb{R} \)-hard and in \( \exists \mathbb{R} \). Hardness holds even for 2p0s games where one player has a degree of absentmindedness of 2 and the other player has perfect recall.

Now consider problem EDT-D that asks to distinguish between whether an exact EDT equilibrium exists or whether no \( \epsilon \)-EDT equilibrium exists.

Theorem 4. EDT-D is \( \Sigma^p_2 \)-complete. Hardness holds for 1/poly precision and 2p0s games with one infoset per player and a degree of absentmindedness of 2.

The technically involved proof casts the game construction for Theorem 1 to a game where each player only has one infoset, in order to use Remark 20. For that, we cannot reduce from Lemma 6 this time, but we reduce directly from the \( \Sigma^p_2 \)-complete problem \( \exists \mathbb{R} \)-DNF-SAT [Stockmeyer, 1976]. Moreover, we make use of the flexibility that EDT-utilities can represent arbitrary polynomial functions as long as they are only over a single simplex.

Next, we turn to the search problem. The algorithm of Proposition 9 can also find \( \epsilon \)-EDT equilibria if we adjust for its equilibrium conditions. In single-player settings, however, we can do better since EDT equilibria are guaranteed to exist. Let 1P-EDT-S be the search problem that asks for an \( \epsilon \)-EDT equilibrium. This problem was left open by Tewolde et al. [2023].

Theorem 5. 1P-EDT-S is PLS-complete when the branching factor is constant. Hardness holds even when the branching factor and the degree of absentmindedness are 2.

Before we touch on the proof idea, we shall highlight its contrast to Proposition 16 on the CLS-membership of 1P-CDT-S, since CLS is believed to be a proper subset of PLS (evidenced by conditional separations as discussed in Appendix A.5). Furthermore, we also get:

Corollary 22. 1P-EDT-S for 1/poly precision is in P when the branching factor is constant.

The proofs first establish that 1P-EDT-S is computationally equivalent to the search problem that takes a polynomial function \( p \) over a product of simplices, and asks for an approximate “Nash equilibrium point” of it. In the special case where the branching factor is \( 2 \), the domain becomes the hypercube \([0,1]^t\), and an \( \epsilon \)-Nash equilibrium \( x \) is characterized by the property
\[
\forall j \in [t] \forall y \in [0,1] : \quad p(x) \geq p(y,x_j) - \epsilon.
\]
We show that this problem is PLS-complete. This result may be of independent interest for the optimization literature.

The PLS-hardness follows from a reduction from the PLS-complete problem MAXCUT/FLIP [Schäffer and Yannakakis, 1991; Yannakakis, 2003]. For the positive algorithmic results of PLS and \( \mathbb{P} \) membership respectively, we show that \( \epsilon \)-best-response dynamics converges to an \( \epsilon \)-EDT equilibrium. We run a similar method to Proposition 9 in order to compute an \( \epsilon \)-best response randomized action of an infoset to the other infosets. This takes polytime if the number of actions per infoset (= branching factor) is bounded. Without this restriction, we run into the impossibility result of Proposition 11.

5.2 CDT Equilibria

How hard is CDT-S, now that we allow for many players? We can get PPAD-hardness straightforwardly because any normal-form game can be cast to extensive form, and because finding a Nash equilibrium in a normal-form game is PPAD-complete [Daskalakis et al., 2009; Chen et al., 2009]. Interestingly enough, we can also show PPAD-membership.

Theorem 6. CDT-S is PPAD-complete. Hardness holds even for two-player perfect-recall games with one infoset per player and for 1/poly precision.

For membership we investigate the existence proof of Lemma 15 by Lambert et al.. They first shows a connection to perfect-recall games with particular symmetries, and then give a Brouwer fixed point argument which resembles that of Nash’s for symmetric games. However, the connection relies on a construction whose size blows up in the order of factorials, i.e., super-polynomially. Therefore, we modify the fixed point argument to one that works directly on CDT utilities: In a game of imperfect recall, given a profile \( \mu \), define the advantage of a pure action \( a \) at infoset \( I \) of player \( i \) as
\[
g_{i,a}^{(i)}(\mu) := U^{(i)}_{\text{CDT}}(\mu | a, I) - U^{(i)}_{\text{CDT}}(\mu) .
\]

Intuitively, if the advantage of an action \( a \) over the current randomized action \( \mu^{(i)}(\cdot | I) \) is large, then the player should increase its probability of play. Therefore, we may define the Brouwer function to map any profile \( \mu \) to profile \( \pi \) defined as
\[
\pi^{(i)}(a | I) := \frac{\mu^{(i)}(a | I) + \max \{0, g_{i,a}^{(i)}(\mu)\}}{1 + \sum_{a' \in I} \max \{0, g_{i,a'}^{(i)}(\mu)\}} .
\]
Then we show that this forms a valid a Brouwer function whose fixed points are indeed CDT equilibria of the underlying game, and that the Brouwer function and precision errors satisfy the computational requirements developed by Etesami and Yannakakis [2010] to imply PPAD-membership.

The PPAD-membership result is a positive algorithmic result: it shows that we can find CDT equilibria with fixed point solvers and path-following methods, just as it is the case with Nash equilibria in normal-form games. In particular, we shall highlight the stark contrast to Theorem 4. Finding a CDT equilibrium sits well within the landscape of total NP search problems, whereas even deciding whether an EDT equilibrium exists is already on higher levels of the polynomial hierarchy, let alone finding one.

6 The Insignificance of Exogenous Stochasticity

As of now, the hardness results for single-player settings rely on the presence of chance nodes; see Propositions 3 and 4 and Theorem 5. In this section, we investigate the complexity of games without chance nodes. Of course, one might choose to add players to the game to simulate nature, even in games without chance nodes. However, adding players may add significantly to the computational complexity of the game, cf. P vs PPAD for Nash equilibria in single-player vs two-player settings under perfect recall, or Proposition 16 vs Theorem 6 for CDT equilibria under imperfect recall. Interestingly enough, we can show that in the presence of imperfect recall, chance nodes do not affect the complexity.

Theorem 7. All computational hardness results in this paper for the three equilibrium concepts {Nash, EDT, CDT} still hold even when the game has no chance nodes. They hold together with previously possible restrictions (e.g., on the branching factor), except that the restrictions on the number of infosets and the degree of absentmindedness increase by one and to \( O(\log |H|) \) respectively.

In other words, all exogenous stochasticity can be replaced by one infoset (of an arbitrary player, say P1) with absentmindedness, i.e., replaced by uncertainty that arises from forgetting one’s past actions in an identical situation. The proof first transforms the game \( \Gamma \) to an equivalent game \( \Gamma' \) that only has a single chance node \( h_c \) that is located at the root. Next, we replace \( h_c \) with an infoset \( I_c \) with absentmindedness. We illustrate in Figure 6 how to do it with a chance node that uniformly randomizes over two actions. The resulting game \( \Gamma' \) has the same number of players and strategy sets as \( \Gamma \), except for the additional infoset \( I_c \) for P1. In equilibrium, the induced conditional probability distribution over the children of \( h_c \) in \( \Gamma' \) is the same. Finally, there will be a polynomial relationship between the equilibrium precision errors in \( \Gamma \) and \( \Gamma' \).

Next, recall OPT-D from Proposition 4 which asks whether an approximate target value can be achieved in a single-player game with imperfect recall. We improve on Theorem 7 in the specific problem OPT-D via an independent proof.

Proposition 23. OPT-D is NP-hard, even for games with no chance nodes, one infoset, a degree of absentmindedness of 2, and 1/poly precision.

Due to Remark 20, this hardness result also holds for deciding whether all EDT equilibria achieve an approximate target value. The proof reduces from the 2-MINSAT problem [Kohli et al., 1994].

7 Conclusion

Historically, games of imperfect recall have received only limited attention, as it is not clear that they cleanly model any strategic interactions between humans. However, as we argued in the introduction, they are more practically significant in the context of AI agents. However, they also pose new challenges. Optimal decision making under imperfect recall is hard due to its close connections to polynomial optimization. This and previous work has shown this for the single-player setting. Moreover, it holds even more so in multi-player settings, where we established that even deciding whether a Nash equilibrium (i.e., mutual best responses) exists is very hard. Therefore, we turned towards suitable relaxations that arose from the game theory and philosophy literature. We studied them, and their relationship to each other and to the Nash equilibrium concept, with a computational lens.

We find that CDT equilibria stay relatively easy to find, joining the complexity class of finding a Nash equilibrium in perfect-recall or normal-form games. This is because CDT defines the most local form of deviation, affecting only one decision node at a time. EDT equilibria show a more convoluted picture. In single-player settings, we relate it to polynomial local search via best-response dynamics. Furthermore, without absentmindedness, EDT and CDT equilibria coincide and hence become equally easy (Remark 19). With absentmindedness, on the other hand, the relevant decision problems for EDT equilibria (in single- or multi-player settings) tend to coincide in complexity with the analogous problems for Nash equilibria under imperfect recall.

One conclusion, however, has presented itself in all settings considered throughout this paper: (assuming well-accepted complexity assumptions), CDT equilibria are in general strictly easier to find and decide than EDT and Nash equilibria (Proposition 16 vs Theorem 5, Corollary 17 vs Proposition 11, and Theorem 6 vs Theorem 4). Does this imply that
CDT-based reasoning is more suitable for computationally-bounded agents?

Finally, the computational differences between EDT equilibria and Nash equilibria have yet to be properly understood, that is, the differences between global optimization of polynomials over a single simplex versus a product of simplices. We leave this open for future work, with a particular interest in the search complexities of these two equilibrium concepts.
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Proofs of Existence. 


A.1 Notation

Players in $\mathcal{N}$ will be referred to as strategic players. Recall that we can identify their strategy sets with Cartesian products of simplices

$$S = \prod_{i \in \mathcal{N}} \mathcal{I}(i)^{\mathcal{A}_i}$$

and

$$S(i) = \prod_{i \in \mathcal{N}} \mathcal{I}(i)^{\mathcal{A}_i}.$$ 

For that purpose, we have to fix an ordering of the infosets and actions in a considered game $\Gamma$. Denote the number of infosets of strategic player $i \in \mathcal{N}$ as $\ell(i) := |\mathcal{I}(i)|$, and fix an ordering $I_1(i), \ldots, I_{\ell(i)}(i)$, of infosets in $\mathcal{I}(i)$. Similarly, denote the number of actions at infoset $I_j(i) \in \mathcal{I}(i)$ as $m_j(i) := |\mathcal{A}_{I_j}(i)|$, and fix an ordering $a_{j1}(i), \ldots, a_{j_{m_j}(i)}(i)$ of actions in $\mathcal{A}_{I_j}(i)$.

Then, a strategy $\mu \in S$ is uniquely identified with the vector

$$\mu = (\mu_{j,k}(i))_{i,j,k} \in \prod_{i \in \mathcal{N}} \prod_{j \in [\ell(i)]} \prod_{k \in [m_j(i)]} \mathbb{R}^{m_j(i)}$$

where $\mu_{j,k}(i) \in [0,1]$ is the probability $\mu(i)(a_{jk}(i) | I_j(i))$ that strategic player $i$ assigns to action $a_{jk}(i)$ at infoset $I_j(i)$.

A.2 Representation of Polynomials

Since we draw some of our complexity results from known results in polynomial optimization, we first note that polynomials shall be represented in the Turing (bit) model, which will be described below. Say, we have a general polynomial function $p : \mathbb{X}_{i \in \mathcal{N}} \times_{j \in [\ell(i)]} \mathbb{R}_{m_j(i)} \rightarrow \mathbb{R}$ in variables $x = (x_{ij}(i))_{i,j,k}$ and of total degree $d \in \mathbb{N}$. Let $m := (m_j(i), \ell(i))$ denote the associated vector of dimensions. Then, the relevant standard monomial basis to $p$ is

$$\{ \prod_{i,j,k=1}^{\ell(i),m_j(i)} \tilde{x}_{ij}(i)^{D_{ijk}} \}_{D \in \text{MB}(d,m)}.$$ 

Here, each vector $D$ indicates one unique way to distribute the total degree $d$ to the variables, and $\text{MB}(d,m)$ denotes the collection of them. That is

$$\text{MB}(d,m) := \{ D = (D_{ijk})_{i,j,k} \in \prod_{i \in \mathcal{N}} \prod_{j \in [\ell(i)]} (\mathbb{N} \cup \{0\})^{m_j(i)}, \sum_{i,j,k=1}^{\ell(i),m_j(i)} D_{ijk} \leq d \}.$$ 

By abuse of notation, let $x^D := \prod_{i,j,k}(x_{ij}(i))^{D_{ijk}}$. Then, polynomial $p$ can be uniquely represented as $p(x) = \sum_{D \in \text{MB}(d,m)} \lambda_D \cdot x^D$ where each $\lambda_D \in \mathbb{Q}$ for computational considerations. Finally, any general polynomials $p$ in this paper are assumed to be represented as a binary encoding of these values $(\ell(i))_{i=1}^n$, $m$ and coefficients $(\lambda_D)_{D \in \text{MB}(d,m)}$.

A.3 Lipschitz Constants

As polynomial functions, utility functions $U^{(i)}$ are Lipschitz continuous over strategy space $S$. We will sometimes need access to these Lipschitz constants. Tewodol et al. [2023][Lemma 22] describe how, given a polynomial function $p : \mathbb{R}^n \rightarrow \mathbb{R}$ in the Turing (bit) model, one can obtain a Lipschitz constant $L_{\infty}$ of $p$ over the hypercube $[0,1]^n$ w.r.t. the infinity norm within polytime.

One possible Lipschitz constant is the maximum gradient norm over the hypercube

$$\max_{x \in [0,1]^n} \{ ||\nabla p(x)||_{\infty} \} = \max_{x \in [0,1]^n} \max_{j \in [n]} |\nabla_j p(x)|$$

$$= \max_{j \in [n]} \max_{x \in [0,1]^n} |\nabla_j p(x)|.$$ 

Consider a dimension $j \in [n]$ and suppose polynomial $\nabla_j p(x)$ has monomial coefficients $\lambda_D$. Since all variables $x_j$ are bounded by 1, we get

$$\max_{x \in [0,1]^n} |\nabla_j p(x)| \leq \max_{x \in [0,1]^n} \sum_{D} \lambda_D \cdot x_j^D \leq \sum_{D} |\lambda_D| := L_j,$$

which is polytime computable. Hence, we can set

$$L_{\infty} := \max\{1, \max_{j \in [n]} L_j\}.$$ 

Now, say, we start with a game $\Gamma$ with imperfect recall. Observe that the strategy space $S$ is a subset of one high-dimensional hypercube $X_{i \in \mathcal{N}} \times_{j \in [\ell(i)]} [0,1]^{m_j(i)}$. By the method described above, we can get a Lipschitz constant $L^{(i)}$ of each player’s utility function $U^{(i)}$, and a Lipschitz constant $L^{(i,k)}$ of each partial derivative $\nabla_{jk} U^{(i)}$. Summarize them to one Lipschitz constant

$$L_{\infty} := \max\{1, \max_{i \in \mathcal{N}} L^{(i)}, \max_{i \in \mathcal{N}, j \in [\ell(i)], k \in [m_j(i)]} L^{(i,k)}\}$$

for the game $\Gamma$.

Furthermore, if the utility payoffs in $\Gamma$ are bounded, say in $[-2,2]$, then the coefficients $\lambda_D$ will be (at worst) a monomial coefficient from $U^{(i)}$ times two monomial degrees from $U^{(i)}$ (due to second derivative). These values are bounded for the by the maximum absolute utility value 2 and by the squared number of nodes $|\mathcal{H}|^2$ respectively. Moreover, there will be at most as many monomials as there are terminal nodes in $\Gamma$, which itself is bounded by $|\mathcal{H}|$ again. Hence, each $L_j \leq 2|\mathcal{H}|$, and thus $L_{\infty} = \text{poly}(|\mathcal{H}|)$.

A.4 From Polynomials to Imperfect-Recall Games

Given a set of polynomials $p = (p^{(1)}, \ldots, p^{(N)})$ : $X_{i \in \mathcal{N}} \times_{j \in [\ell(i)]} \mathbb{R}^{m_j(i)} \rightarrow \mathbb{R}^N$, we can construct an associated $N$-player game with imperfect recall $\Gamma$ such that $\Gamma$’s its expected utility functions satisfy $U^{(i)}(\mu) = p^{(i)}(\mu)$ on $X_{i \in \mathcal{N}} \times_{j \in [\ell(i)]} \mathbb{R}^{m_j(i)}$.

Denote $\text{supp}(p) := \{ D \in \text{MB}(d,m) : \lambda_D^{(i)} \neq 0 \text{ for some } i \in [N] \}$. The constructed game $\Gamma$ shall have $N$ players and an infoset $I_j^{(i)}$ for each $i \in [N]$ and $j \in [\ell(i)]$. 

A On Section 2

In this section, we expand on the technical background needed on games with imperfect recall to develop our results. Again, this section closely follows the notation of Tewodol et al. [2023] and simply extends their exposition to multi-player settings.
At $I_j^{(i)}$, there shall $m_j^{(i)}$ action choices. The game tree will have a depth of up to $d + 1$. The root $h_0$ will be a chance node that has one outgoing edge to a subtree $T_D$ for each monomial index $D \in \text{supp}(p)$. An outgoing edge is drawn uniformly at random. Let us build $T_D$ associated to $D$, which, in turn, is associated to monomial $\prod_{i,j,k}(x_{ij}^{(i)})^{D_{ij,k}}$. Let $\text{supp}^m(D)$ be a lexicographically ordered version of the multiset which contains $D_{ij,k}$ many copies of element $(i, j, k)$ if $D_{ij,k} > 0$. Then, going through the list $\text{supp}^m(D)$ means that we will encounter a variable $x_{ij}^{(i)}$ that degree $D_{ij,k}$ exactly $D_{ij,k}$-many times back to back. Therefore, starting with the edge that goes into $T_D$, do the following loop:

1. Take the next element $(i, j, k)$ of $\text{supp}^m(D)$.
2. Add a nonterminal node $h$ to the current edge and assign $h$ to info set $I_j^{(i)}$ of player $i$.
3. Create $m_j^{(i)}$ outgoing edges from $h$, one for each action at $I_j^{(i)}$.
4. At the end of edges $\neq k$, add a terminal node with utility payoff 0 for all $i \in [N]$.
5. Go to the $k \neq \text{th}$ edge.

Lastly, once we are through with $\text{supp}^m(D)$, add a final terminal node $z_D$ to the current edge, with utility payoff $\lambda_D^{(i)} \cdot |\text{supp}(p)|, \ldots, \lambda_D^{(N)} \cdot |\text{supp}(p)|$. With this procedure, subtree $T_D$ will have depth $|\text{supp}^m(D)| = |D|_1$.

In this reduction, we have that any point $x \in \mathbb{X} \times [N] \times [\ell(i)] \mathbb{R}^{m_j(i)}$ that is also in $\mathbb{X} \times [N] \times [\ell(i)] \Delta m_j(i)^{-1}$ naturally constructs a strategy in $\Gamma$ that selects the $k$-th action at $I_j^{(i)}$ with probability $x_{ij}^{(i)}$. Moreover, each expected utility function $U^{(i)}(x)$ of player $i$ is a polynomial in $x$ and satisfies for some $a$:

$$U^{(i)}(x) = \sum_{z \in \mathbb{Z}} P(z | x) \cdot u^{(i)}(z)$$

$$= \sum_{D \in \text{supp}(p)} P(z_D | x) \cdot \lambda_D^{(i)} \cdot |\text{supp}(p)|$$

$$= \sum_{D \in \text{supp}(p)} \left[ \frac{1}{|\text{supp}(p)|} \cdot \prod_{D_{ij,k} > 0} (x_{ij}^{(i)})^{D_{ij,k}} \right]$$

$$\cdot \lambda_D^{(i)} \cdot |\text{supp}(p)|$$

$$= \sum_{D \in \text{MB}(d, m)} \prod_{i,j} (x_{ij}^{(i)})^{D_{ij,k}}$$

$$= p(x).$$

This identity extends to the whole space $\mathbb{X} \times [N] \times [\ell(i)] \mathbb{R}^{m_j(i)}$. Finally, the construction of $\Gamma$ takes polytime in the encoding size of $p^{(1)}, \ldots, p^{(N)}$.

### A.5 Further Comments on the Complexity Classes

#### Decision Problems

P, NP, and $\Sigma_2^P$ are parts of the lower levels of the polynomial hierarchy. For a more detailed treatment we refer to [Arora and Barak, 2009][Section 5]. The first order of the reals, its subclasses $\exists \forall \mathbb{R}$ and the existential theory of the reals $\mathbb{R}$, as well as algorithms to solve those decision problems are discussed in [Renegar, 1992; Schaefer and Stefankovic, 2017]. The chain $\mathbb{NP} \subseteq \exists \forall \mathbb{R} \subseteq \mathbb{PSPACE} \subseteq \exists \forall \mathbb{R}$ is due to [Shor, 1990; Canny, 1988], and it ties into the previous discussion that the solutions of an $\exists \forall \mathbb{R}$ sentence may take on irrational solution values.

Let us discuss the running time of deciding a $\exists \forall \mathbb{R}$-sentence $\exists x \in \mathbb{R}^{n_1} \forall y \in \mathbb{R}^{n_2} F(x, y)$, using the standard variable notation that may overlap with our variable notation in this paper. In its standard form, quantifier-free formula $F$ is assumed to be a Boolean formula $P$ where the atomic predicates can be of the form $g_i \Delta_j 0$. Here, $g_i$ is a polynomial function in integer coefficients and $\Delta_i \in \{>, \geq, =, \neq, \leq, <\}$. Let $n_1$ and $n_2$ be the number of variables of the $\exists$ and $\forall$ quantifiers, $a$ be the length of $P$, $m$ be the number of atomic predicates $g_i \Delta_j 0$, $b$ be an upper bound on the degree of polynomials $g_i$, and $L$ be the bit length to represent the coefficients in the $g_i$. Then, Renegar [1992] gives an algorithm $A$ that takes time $poly(L, a) \cdot (md)^{C_{(n_1, n_2)}}$ to decide whether such a sentence is true or not. In order for this to be polynomial time, we may require the number of variables $n_1$ and $n_2$ to be constant. For deciding an $\exists \forall \mathbb{R}$-sentence, just set $n_2 = 1$ in the above running time bound.

#### Total NP search problems

Decision problems ask for a yes/no answer. Search problems can ask for more sophisticated answers, usually they ask directly for solutions (if existent) with which we can verify a “yes” instances of the associated decision problem. The complexity classes FP and FNP are the search problem analogues of P and NP. We have $P = \mathbb{NP}$ if and only if $FP = \mathbb{FNP}$. However, the landscape between FP and FNP has been characterized better than the landscape between P and NP. More specifically, there is a special interest in search problems for which one knows that each problem instance admits a solution (the landscape of total NP search problems). Within that, we will be interested in the three complexity classes CLS, PLS, PPAD, which can be characterized by the method with which one can show that each problem instance admits a solution. For the class PPAD (“Polynomial Parity Arguments on Directed graphs”, Papadimitriou, 1994), that is if one can show that the existence of a solution can be proven by a fixed point argument. This is the case for example for the existence of an approximate Nash equilibrium [Nash, 1951; Daskalakis et al., 2009]. For the class PLS (“Polynomial Local Search”, Johnson et al., 1988), that is if one can show that the existence of a solution can be proven by a local optimization argument on a directed acyclic graph. Since we will prove PLS-membership directly, we will give a precise definition further below. For the class CLS (“Continuous Local Search”, Daskalakis and Papadimitriou, 2011), that is if one can show that the existence of a solution can be proven by a local optimization argument on a bounded polyhedral (continuous) domain. Alternatively, CLS can be characterized as the intersection of PPAD and PLS [Fearnley et al., 2023].

In Section 5.1, we discuss the differences in complexity of finding an approximate EDT vs CDT equilibrium in single-player settings, and relate it to PLS versus CLS. As of yet,
CLS is believed to be a proper subclass of PLS, a belief supported by separation oracles (a kind of conditional separation) for PPAD and PLS [Buhrmann et al., 2004; Buss and Johnson, 2012; Morioka, 2001]. An unconditional separation of these classes would imply P ⊊ NP.

Definition of PLS A local search problem is given by a set of instances \( J \). For every instance \( J \in J \) we are given a finite set of feasible solutions \( S(J) \), an objective function \( c : S(J) \to \mathbb{Q} \), and for every feasible solution \( s \in S(J) \) a neighborhood \( N(s, J) \subseteq S(J) \). Given an instance \( J \), the goal is to compute a locally optimal solution \( s^* \), that is, a solution that does not have a strictly better neighbor in terms of the objective value.

Definition 24 (Johnson et al. [1988]). The complexity class polynomial local search (PLS) consists of all local search problems that admit a polytime algorithm for each of the following tasks:

1. Given an instance \( J \), compute an initial feasible solution;
2. Given an instance \( J \) and a feasible solution \( s \in S(J) \), compute the objective value \( C(s) \);
3. Given an instance \( J \) and a feasible solution \( s \in S(J) \), determine if \( s \) is a local optimum, or otherwise determine a feasible solution \( s \in N(s, J) \) with a strictly higher objective value.

B On Section 3

In this section, we prove the results in Section 3. To that end, we restate results taken from the main body, and give new numbers to results presented first in this appendix.

Proposition (Restatement of Proposition 7). Let \( \Gamma \) be a 2pos game with imperfect recall. If \( \Delta \leq \epsilon \) then \( \Gamma \) admits an \( \epsilon \)-Nash equilibrium. Conversely, if \( \Gamma \) admits an \( \epsilon \)-Nash equilibrium, then \( \Delta \leq 2\epsilon \).

Proof.

1. Suppose \( \Delta \leq \epsilon \). Let

\[
\pi^{(1)} = \arg\max_{\mu^{(1)} \in \mathcal{S}(1)} \min_{\mu^{(2)} \in \mathcal{S}(2)} U^{(1)}(\mu^{(1)}, \mu^{(2)}),
\]

and

\[
\pi^{(2)} = \arg\min_{\mu^{(2)} \in \mathcal{S}(2)} \max_{\mu^{(1)} \in \mathcal{S}(1)} U^{(1)}(\mu^{(1)}, \mu^{(2)}).
\]

Then we can show that \((\pi^{(1)}, \pi^{(2)})\) is an \( \epsilon \)-Nash equilibrium. Indeed, we have

\[
\hat{U} = \min_{\mu^{(2)} \in \mathcal{S}(2)} U^{(1)}(\pi^{(1)}, \pi^{(2)}) \leq U^{(1)}(\pi^{(1)}, \pi^{(2)}),
\]

\[
\leq \max_{\mu^{(1)} \in \mathcal{S}(1)} U^{(1)}(\mu^{(1)}, \pi^{(2)}) = \hat{U}.
\]

Thus, using \( \hat{U} - U = \Delta \leq \epsilon \), we obtain the \( \epsilon \)-Nash equilibrium conditions

\[
U^{(1)}(\pi^{(1)}, \pi^{(2)}) \geq \max_{\mu^{(1)} \in \mathcal{S}(1)} U^{(1)}(\mu^{(1)}, \pi^{(2)}) - \epsilon,
\]

and

\[
U^{(1)}(\pi^{(1)}, \pi^{(2)}) \leq \min_{\mu^{(2)} \in \mathcal{S}(2)} U^{(1)}(\pi^{(1)}, \mu^{(2)}) + \epsilon.
\]

2. Suppose \( \mu^* \) is an \( \epsilon \)-Nash equilibrium. Then

\[
\Delta = \min_{\mu^{(2)} \in \mathcal{S}(2)} \max_{\mu^{(1)} \in \mathcal{S}(1)} U^{(1)}(\mu^{(1)}, \mu^{(2)}) - \max_{\mu^{(1)} \in \mathcal{S}(1)} \min_{\mu^{(2)} \in \mathcal{S}(2)} U^{(1)}(\mu^{(1)}, \mu^{(2)})
\]

\[
\leq \max_{\mu^{(2)} \in \mathcal{S}(2)} U^{(1)}(\mu^{(1)}, \mu^{(2)}) - U^{(1)}(\mu^*)
\]

\[
+ U^{(1)}(\mu^*) - \min_{\mu^{(2)} \in \mathcal{S}(2)} U^{(1)}((\mu^*)^{(1)}, \mu^{(2)})
\]

\[
\leq \epsilon + \epsilon = 2\epsilon.
\]

Next, consider the game of Figure 7 where \( \Gamma \) is a 2pos game. Let \( \hat{U} \) be the max-min value in the subgame \( \Gamma \). Moreover, let \( v := \min_{z} u^{(1)}(z) \leq -1 \) be the minimum terminal payoff in Figure 7.

Lemma 25. If max-min value \( U \geq 0 \) in \( \Gamma \), then the game in Figure 7 has an exact Nash equilibrium. If \( U \leq -\epsilon \) in \( \Gamma \) for \( \epsilon > 0 \) sufficiently small \( \epsilon \leq -\frac{1}{\Delta} \), then Figure 7 has no \( \epsilon/2 \)-Nash equilibrium.

Proof. First we note that the max-min value of the forgetful penalty shoot-out subgame \( \Gamma' \) (cf. Figure 1a) is 0, realized for example by \( P_1 \) randomizing 50/50 at her infosets, and \( P_2 \) going left deterministically. The min-max value in \( \Gamma' \), on the other hand, is 1, realized for example by \( P_2 \) randomizing 50/50, and \( P_1 \) going left deterministically. Therefore, \( \Delta = 1 \), and by Proposition 7, there is no 1/4-Nash equilibrium in \( \Gamma' \).

The proof idea is that given a strategy of \( P_1 \), \( P_2 \) would be interested in continuing at the root node if and only if he can achieve negative utility after that. This comes down to if he can achieve negative utility in \( \Gamma \) because in \( \Gamma' \), there is always a best response with which he can achieve non-positive utility. Suppose that is the case and, thus, \( P_2 \) is continuing at the root node with sufficiently high probability. Then the profile is already guaranteed to not be an (approximate) Nash equilibrium.
equilibrium because the players will never be in a 1/4-Nash equilibrium in the subgame \( \Gamma' \).

1. Suppose \( U \geq 0 \) in \( \Gamma \). Consider the profile where P2 exits 100\% of the time, and where P1 plays her max-min strategies in \( \Gamma \) and \( \Gamma' \); and P2 plays anything in \( \Gamma \) and \( \Gamma' \). This makes an exact Nash equilibrium: The only play that has an effect on the ex-ante utility is P2 exiting at his first node. And this is optimal for P2, because upon continuing he would receive a loss of \( \geq 0 \) instead (recall the 2psos assumption).

2. Suppose \( U \leq -\epsilon \) for some \( 0 < \epsilon \leq \frac{\epsilon}{\sqrt{9}} \). For the sake of a contradiction, assume Figure 7 also has an \( \epsilon'^2/4 \)-Nash equilibrium \( \pi \). Let \( \rho \) be the probability with which P2 continues at the root in profile \( \pi \). Then observe that P2 can deviate to the strategy \( \mu^{(2)} \) that deterministically continues at the root and that plays a best response to \( \pi^{(1)} \) in \( \Gamma \) and \( \Gamma' \). Therefore, since \( \pi \) is an \( \epsilon'^2/4 \)-Nash equilibrium, we get

\[
\rho v \leq U^{(1)}(\pi) \leq U^{(1)}(\pi^{(1)}, \mu^{(2)}) + \frac{\epsilon^2}{4} \\
\leq \frac{1}{2} U + \frac{1}{2} \left( 1 + 4 \epsilon \right) - \frac{1}{2} U + \frac{1}{4} \left( -U \right) = \frac{1}{4} U < 0.
\]

Since \( v < 0 \), we get \( \rho > 0 \) and hence \( \rho \geq \frac{1}{4} U \).

Again, \( \pi \) is an \( \epsilon'^2/4 \)-Nash equilibrium. Thus, in particular, no player has an incentive of more than \( \epsilon'^2/4 \) to deviate to another strategy in the game \( \Gamma' \). Hence \( \pi |_{\Gamma} \) would make an approximate Nash equilibrium in \( \Gamma' \) (considered as its own game) with rescaled approximation error

\[
\frac{1}{\rho} \cdot \frac{\epsilon^2}{4} \leq \frac{1}{\pi U} \frac{2 \cdot (-v) \cdot \epsilon^2}{U} \leq \frac{2 \cdot (-v) \cdot \epsilon^2}{\epsilon} = -2v \epsilon \leq -2v \frac{1}{8v} = \frac{1}{4}.
\]

This contradicts that \( \Gamma' \) has no 1/4-Nash equilibrium as discussed in the beginning of the proof.

\[ \square \]

**Theorem** (Restatement of Theorem 1). Deciding if a game with imperfect recall admits a Nash equilibrium is \( \exists \forall R \)-hard and in \( \exists \forall R \). Hardness holds even for 2psos games where one player has a degree of absentmindedness of 4 and the other player has perfect recall.

**Proof.** \( \exists \forall R \)-membership follows because we can formulate the question of Nash equilibrium existence as the sentence

\[ \exists \mu \forall \pi : \mu \in S \land \left( \pi \notin S \land \forall i \in [N] \left( U^{(i)}(\mu) \leq U^{(i)}(\pi^{(i)}, \mu^{(-i)}) \right) \right). \]

\( \exists \forall R \)-hardness follows from a reduction from Proposition 3. Let \( (\Gamma, t) \) be an instance of that decision problem. W.l.o.g. we can assume \( t = 0 \) (otherwise first shift the payoffs in \( \Gamma \) by \( 1 - t \)). Insert \( \Gamma \) into Figure 7 by letting P1 play in that subgame. Payoffs of P2 in that subgame shall simply be the negative of the payoffs of P1. Call this new game construction \( G \). This is a polytime construction. Moreover, asking whether a utility of 0 can be achieved in original \( \Gamma \) is equivalent to asking whether \( U \geq 0 \) in subgame \( \Gamma \) of \( G \).

The equivalence of those decision problems follows by Lemma 25: If \( U \geq 0 \) then \( G \) has a Nash equilibrium. If \( G \) has a Nash equilibrium, then it also has an \( \epsilon/2 \)-Nash equilibrium for arbitrary small \( \epsilon > 0 \). Hence, \( U \geq 0 \).

About the hardness restrictions: Gimbert et al. [2020] show hardness of Proposition 3 even for degree 4 polynomials, that is, games with degree of absentmindedness 4. Moreover, \( G \) is a 2psos game in which P2 has perfect recall.

**Theorem** (Restatement of Theorem 2). \( \text{NASH-D} \) is \( \Sigma^p_2 \)-complete. Hardness holds for 2psos games with no absentmindedness and \( 1/poly \) precision.

**Proof.** \( \Sigma^p_2 \)-membership: Given an instance \((\Gamma, \epsilon)\), we can guess a profile \( \mu \) and verify in non-deterministic polytime whether it is an \( \epsilon \)-Nash equilibrium. Namely, guess \( \mu \) to have action probabilities with values with denominators \( \leq \frac{2L}{\epsilon} \), where \( L \) is obtained as in Appendix A.3. Note that this is a polysize guess in \( (\Gamma, \epsilon) \). Then, to verify, guess another profile \( \pi \) in the same way. Finally, check for each player \( i \in N \) whether \( U^{(i)}(\mu^{(i)}, \mu^{(-i)}) \geq U^{(i)}(\pi^{(i)}, \mu^{(-i)}) - \epsilon \). If so, then this serves as a verification that \( \Gamma \) has an \( \epsilon \)-Nash equilibrium, and therefore, an exact Nash equilibrium.

This works, because if \( \Gamma \) has an exact Nash equilibrium \( \mu^* \), then this method is able to find an \( \epsilon \)-Nash equilibrium. Namely, \( \mu^* \) will be at most \( \frac{\epsilon}{2L} \) away (in \( || \cdot ||_\infty \) from a profile \( \mu \) that could have been guessed by the method above. And this profile will satisfy for all player \( i \in N \), and all alternative strategies \( \pi(i) \in S(i) \)

\[ U^{(i)}(\mu) = U^{(i)}(\mu) - U^{(i)}(\mu^*) + U^{(i)}(\mu^*) \]
\[ \geq U^{(i)}(\mu^*) - L_\infty ||\mu - \mu^*||_\infty \]
\[ \geq U^{(i)}(\pi(i), \mu^{(-i)}) - L_\infty \frac{\epsilon}{2L} \]
\[ \geq U^{(i)}(\pi(i), \mu^{(-i)}) - L_\infty \frac{\epsilon}{2} \]
\[ \geq U^{(i)}(\mu(i), \mu^{(-i)}) - \epsilon. \]

\( \Sigma^p_2 \)-hardness: We reduce from Lemma 6, and the idea is analogous to the proof of Theorem 1. Given an instance \((\Gamma, \epsilon)\) for it, insert \( \Gamma \) in Figure 7 and call the construction \( G \). Let \( U \) be the min-max value in \( \Gamma \), and \( v \) be the minimum terminal payoff in \( G \). Set \( \epsilon' := \frac{1}{2} \min(\epsilon, \frac{1}{L_\infty}) \). Then, by Lemma 25, we have for corresponding \( \text{NASH-D} \) instance \((\Gamma, \epsilon')\): If \( U \geq 0 \), then \( G \) has an exact Nash equilibrium, which will be correctly identified as such by a \( \text{NASH-D} \) solver. If \( U \leq -\epsilon \), then also \( U \leq -\min(\epsilon, \frac{1}{L_\infty}) \). Hence, \( G \) has no \( \epsilon' \)-Nash equilibrium, which will be correctly identified as such by a \( \text{NASH-D} \) solver.

The restrictions on the hardness result follow directly from Lemma 6 or Theorem 2. \( \square \)
Corollary (Restatement of Corollary 8). It is $\Sigma^p_2$-complete to distinguish $\Delta = 0$ from $\Delta \geq \epsilon$ in 2p0s games. Hardness holds for 2p0s games with no absentmindedness and 1/\text{poly} precision.

Proof. Reduce from Theorem 2 using Proposition 7.

Proposition (Restatement of Proposition 9). NASH-D is solvable in time $\poly\left(|\Gamma|, \log \frac{1}{\epsilon}, (m \cdot |\mathcal{H}|)^{m^2}\right)$. 

Proof. Let $(\Gamma, \epsilon)$ be an instance of NASH-D. Let $m := \sum_{i \in [N]} \sum_{j \in [\ell(i)]} m_{i,j}^{(i)}$ be the total number of pure actions in the game. This will be the number of variables $n_1$ and $n_2$ in the resulting $\exists \forall \mathbb{R}$-sentences (recall Appendix A.5). By abuse of notation, let $S(\mu)$ be the system of linear (in-)equalities in a profile $\mu$ that describes whether $\mu$ lies in the profile set, that is, the conjunctions of

$$
\mu_{jk}^{(i)} \geq 0 \quad \forall i \in [N], \forall j \in [\ell(i)], \forall k \in [m_j^{(i)}]
$$

and

$$
\sum_{k=1}^{m_j^{(i)}} \mu_{jk}^{(i)} = 1 \quad \forall i \in [N], \forall j \in [\ell(i)].
$$

Notice that the profile set $S$ lies in the standard hypercube $[0, 1]^m$ which can be described as the (conjunction) system $B(\mu)$ of linear (in-)equalities

$$
\mu_{jk}^{(i)} \geq 0 := y_{jk}^{(i)} \quad \forall i \in [N], \forall j \in [\ell(i)], \forall k \in [m_j^{(i)}],
$$

and

$$
\mu_{jk}^{(i)} \leq 1 := z_{jk}^{(i)} \quad \forall i \in [N], \forall j \in [\ell(i)], \forall k \in [m_j^{(i)}].
$$

We will make use and adjust the values $y_{jk}^{(i)}$ and $z_{jk}^{(i)}$ later on.

First, we decide the sentence whether there exists $(\exists) \mu \in \mathbb{R}^m$ such that for all $(\forall) \pi \in \mathbb{R}^m$ we have

$$
S(\mu) \land B(\mu) \land \left[ \neg S(\pi) \lor \forall i \in [N] \left( U^{(i)}(\mu) \geq U^{(i)}(\pi), \mu^{-i} \right) \right].
$$

(1)

\[
\text{If this is false, then we can return that no } (\epsilon)\text{-Nash equilibrium exists in } \Gamma \text{ (since NASH-D is a promise problem). If the sentence is true, then we can work on finding an } \epsilon\text{-Nash equilibrium. We do it by shrinking the region of profile space } S \text{ that we may consider further and further, until any point of that region is an } \epsilon\text{-Nash equilibrium. Namely, compute a Lipschitz constant } L_\infty \text{ of } \Gamma \text{ as described in Appendix A.3, and run the subdivision method in Algorithm 1.}
\]

Algorithm 1 Subdivision Search for a Nash Equilibrium

1: while $\diam \geq \frac{\epsilon}{m}$
2: for $i \in [N], j \in [\ell(i)], k \in [m_j^{(i)}]$ do
3: if $\exists \mu \forall i : (1) \land \mu_{jk}^{(i)} \leq \frac{y_{jk}^{(i)} + z_{jk}^{(i)}}{2}$ then
4: $e_{jk}^{(i)} \leftarrow \frac{y_{jk}^{(i)} + z_{jk}^{(i)}}{2}$
5: else
6: $y_{jk}^{(i)} \leftarrow \frac{y_{jk}^{(i)} + z_{jk}^{(i)}}{2}$
7: end if
8: Update $B$ accordingly
9: end for
10: $\diam \leftarrow \diam/2$
11: end while

After each for loop, the box $B$ shrinks by 1/2 along each dimension, while making sure that the the sentence to (1) remains true. Therefore, once the while loop terminates, there (still) is a profile $\hat{\mu} \in B$ that is an exact Nash equilibrium for $\Gamma$. Select any point $\mu$ that satisfies the linear (in-)equality system $S(\mu) \land B(\mu)$. Then, due to termination condition, we have $|\mu - \hat{\mu}|_\infty < \frac{\epsilon}{m}$. All in all, we can therefore derive by analogous reasoning to the $\Sigma^p_2$-membership proof of Theorem 2 that $\mu$ is an $\epsilon$-Nash equilibrium of $\Gamma$.

Running time: Let us assume oracle access to an $\exists \forall \mathbb{R}$ solver for a second. The diameter of $B$ w.r.t. the infinity norm starts at $\diam = 1$, and it halves once after each finished for loop. Any for loop takes $O(m)$ time. This makes the subdivision algorithm take $O\left(m \cdot (\log L_\infty + \log \frac{1}{\epsilon})\right)$ time, which is polynomial in instance $(\Gamma, \epsilon)$. Therefore, the bounds $y_{jk}^{(i)}$ and $z_{jk}^{(i)}$ remain polysized. On the other hand, observe that the maximal degree of the polynomial functions in (1) is bounded by the maximal tree depth in $\Gamma$, which is in turn bounded by $|\mathcal{H}|$. Hence, by the discussion in Appendix A.5, each $\exists \forall \mathbb{R}$-sentence can be decided in running time

$$
\poly\left(|\Gamma|, \log \frac{1}{\epsilon}, (m \cdot |\mathcal{H}|)^{m^2}\right) \cdot O(m^2)
$$

$$
= \poly\left(|\Gamma|, \log \frac{1}{\epsilon}, (m \cdot |\mathcal{H}|)^{m^2}\right).
$$

Finally, solving a linear (in-)equality system to get the point $\mu$ takes $\poly\left(|\Gamma|, \log \frac{1}{\epsilon}\right)$-time. This gives the overall running time bound

$$
O\left( m \cdot (\log L_\infty + \log \frac{1}{\epsilon}) \right) \cdot \poly\left(|\Gamma|, \log \frac{1}{\epsilon}, (m \cdot |\mathcal{H}|)^{m^2}\right) = \poly\left(|\Gamma|, \log \frac{1}{\epsilon}, (m \cdot |\mathcal{H}|)^{m^2}\right).
$$

C On Section 4

In this section, we expand on the technical background needed on multiselves equilibria and prove the claims made in Section 4. To that end, we restate results taken from the main body, and give new numbers to results presented first in this appendix.
C.1 On CDT Utilities and Equilibria

CDT Utilities and Derivatives

Lemma 26 (Piccione and Rubinstein; Oesterheld and Conitzer, 1997; 2022). For all player \( i \in \mathcal{N} \), infosets \( I \in \mathcal{I}(i) \), pure actions \( a \in A_i \), and strategy \( \mu \in S \), we have

\[
\nabla_{I,a} U_i(\mu) = \sum_{h \in I} P(h \mid \mu) \cdot U_i(\mu \mid ha),
\]

where the l.h.s. denotes the partial derivative of utility function \( U_i(\cdot) \) w.r.t. to action \( a \) of \( I \in \mathcal{I}(i) \) at point \( \mu \).

Proof. Take a player \( i \in \mathcal{N} \). Recall that \( U_i(\cdot) \) is a polynomial function over strategy set \( S \subset \times_{i' \in \mathcal{N}} \times_{j' \in [\ell(i')]} \mathbb{R}^{m_{i'}(j')} \). Fix an infoset \( j \in [\ell(i)] \) and pure action \( k \in [m_j(i)] \). Let \( e_{jk} \) denote the unit vector in direction of dimension \( (i,j,k) \) of \( S \). The partial derivative of \( U_i \) in that dimension and at a strategy \( \mu \) is then defined as

\[
\nabla_{j,k} U_i(\mu) := \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( (U_i(\mu) + \epsilon \cdot e_{jk}) - U_i(\mu) \right).
\]

Note that \( x := \mu + \epsilon \cdot e_{jk} \) is not a profile since its action values at infoset \( I_j \) sum up to \( 1 + \epsilon \). Nonetheless, utility \( U_i \) and reach probability \( P \) as polynomials are still well defined there. Thus

\[
U_i(x) = \sum_{z \in Z} P(z \mid x) \cdot u_i(z) = (\dagger).
\]

Here, product \( P(z \mid x) \) is equal to the product \( P(z \mid \mu) \), except that factor \( \mu_{j,k}^{(i)} \) is replaced by factor \( \mu_{j,k}^{(i)} + \epsilon \). This factor occurs as often in that product as \( a_k \) needs to be played in the history of \( z \). Multiply out this product and sort the resulting sum by their order in \( \epsilon \):

\[
(\dagger) = \sum_{z \in Z} P(z \mid \mu) \cdot u_i(z) + \sum_{z \in Z} \left( u_i(z) \cdot \sum_{h \in \text{hist}(z) \cap I_j} P(h \mid \mu) \cdot \epsilon \cdot P(z \mid \mu, ha_k) \right) + \mathcal{O}(\epsilon^2)
\]

\[
= U_i(\mu) + (*) + \mathcal{O}(\epsilon^2)
\]

Therefore,

\[
\nabla_{j,k} U_i(\mu) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( (U_i(\mu) + (*) + \mathcal{O}(\epsilon^2) - U_i(\mu) \right)
\]

\[
= \lim_{\epsilon \to 0} (*)
\]

\[
= \sum_{z \in Z} \sum_{h \in I_j} u_i(z) \cdot P(h \mid \mu) \cdot P(z \mid \mu, ha_k)
\]

\[
= \sum_{h \in I_j} P(h \mid \mu) \cdot \sum_{z \in Z} P(z \mid \mu, ha_k) \cdot u_i(z)
\]

\[
= \sum_{h \in I_j} P(h \mid \mu) \cdot U_i(\mu \mid ha_k).
\]

Alternative Characterizations

Remark 27. The CDT utility of a player \( i \in \mathcal{N} \) in \( \Gamma \) at infoset \( I \in \mathcal{I}(i) \) from randomized action \( \alpha \in \Delta(A_i) \) under profile \( \mu \) satisfies the linearity property

\[
U_{\text{CDT}}^{(i)}(\alpha \mid \mu, I) = \sum_{a \in A_i} \alpha(a) \cdot U_{\text{CDT}}^{(i)}(a \mid \mu, I).
\]

Proof. We have

\[
\sum_{a \in A_i} \alpha(a) \cdot U_{\text{CDT}}^{(i)}(a \mid \mu, I)
\]

\[
= \sum_{a \in A_i} \alpha(a) \left( (U_i(\mu) + \nabla_{I,a} U_i(\mu)) - \sum_{a' \in A_i} \mu(a' \mid I) \cdot \nabla_{I,a'} U_i(\mu) \right)
\]

\[
= \sum_{a \in A_i} \alpha(a) \cdot U_i(\mu) - \sum_{a' \in A_i} \mu(a' \mid I) \cdot \nabla_{I,a'} U_i(\mu)
\]

\[
= U_i(\mu) - \sum_{a' \in A_i} \mu(a' \mid I) \cdot \nabla_{I,a'} U_i(\mu)
\]

\[
= U_{\text{CDT}}^{(i)}(\alpha \mid \mu, I).
\]

Lemma 28. A profile \( \mu \) is a CDT equilibrium for game \( \Gamma \) if and only if for all player \( i \in \mathcal{N} \), all her infosets \( I \in \mathcal{I}(i) \), and all alternative pure actions \( a \in A_i \), we have

\[
U_{\text{CDT}}^{(i)}(\alpha \mid \mu, I) \geq \max_{a' \in A_i} U_{\text{CDT}}^{(i)}(a' \mid \mu, I).
\]

Proof. Using Remark 27, we have for all \( i \in [\mathcal{N}] \) and \( j \in [\ell(i)] \)

\[
U_{\text{CDT}}^{(i)}(\mu_j^{(i)} \mid \mu, I_j) = \sum_{k \in [m_j^{(i)}]} U_{\text{CDT}}^{(i)}(a_k \mid \mu, I_j)
\]

\[
= \sum_{k \in \text{supp}(\mu_j^{(i)})} U_{\text{CDT}}^{(i)}(a_k \mid \mu, I_j),
\]

and analogously for randomized action \( \alpha \) instead of \( \mu_j^{(i)} \).

This allows us to see that randomized action \( \mu_j^{(i)} \) is not optimal in \( \Delta(A_f) \) if and only if it does not solely randomize over optimal pure actions.

Unreasonable CDT Utilities In Distance

As a first-order Taylor approximation of \( U_i \), the ex-ante CDT-utility may yield unreasonable utility payoffs for values \( \alpha \) far away from \( \mu(\cdot \mid I) \). Consider Figure 8. Say, the player enters the game with the strategy \( \mu \) that always continues at \( I \), the player arrives at \( I \), and considers a deviation to action \( \alpha \) that deterministically exits now. Then
Proposition (Restatement of Proposition 16; Tewolde et al., 2023).

1. A profile $\mu$ is a CDT equilibrium of $\Gamma$ if and only if for all player $i \in N$, strategy $\mu(i)$ is a KKT-point of

$$\max_{\pi(i) \in S^{(i)}} U^{(i)}(\pi(i), \mu(-i)).$$

2. Problem 1P-CDT-S is CLS-complete.

Proof. We refer to Tewolde et al. [2023][Theorem 1 and 2] for these results. We shall use characterisation Remark 29 which is analogous to their Definition 9, except that ours is in the ex-ante perspective, so make use of Lemma 26. Tewolde et al. prove the KKT correspondence for single-player settings. Our proof works analogously because the single-player result then implies the multi-player result: A profile $\mu$ is a CDT-equilibrium of $\Gamma$ if and only if for each player $i \in N$, their strategy $\mu(i)$ is a CDT-equilibrium of the single-player version of $\Gamma$ where all players $i' \neq i$ play fixed the strategy $\mu(i')$.

We highlight that all KKT conditions together for a point $\mu \in \times_{i \in [N]} \times_{j \in [k(i)]} \mathbb{R}^{m_{ij}}$ become that there exist KKT multipliers $\{\tau^{(i)}_{jk} \in \mathbb{R}\}_{j \in [k(i)], k = 1}^{m_{ij}}$ and $\{\kappa^{(i)}_{jk} \in \mathbb{R}\}_{j \in [k(i)], k = 1}^{m_{ij}}$ such that

$$\mu^{(i)}_{jk} \geq 0 \quad \forall i \in [N], \forall j \in [k(i)], \forall k \in [m_{ij}]$$

$$\sum_{k=1}^{m_{ij}} \mu^{(i)}_{jk} = 1 \quad \forall i \in [N], \forall j \in [k(i)]$$

$$\tau^{(i)}_{jk} \geq 0 \quad \forall i \in [N], \forall j \in [k(i)], \forall k \in [m_{ij}]$$

$$\tau^{(i)}_{jk} = 0 \quad \text{or} \quad \mu^{(i)}_{jk} = 0 \quad \forall i \in [N], \forall j \in [k(i)], \forall k \in [m_{ij}]$$

$$\nabla_{jk} U^{(i)}(\mu) + \tau^{(i)}_{jk} - \kappa^{(i)}_{jk} = 0 \forall i \in [N], \forall j \in [k(i)], \forall k \in [m_{ij}]$$

(3) \[\blacksquare\]

Next, we remark that Lemma 28 motivates another notion of approximate CDT equilibrium: A profile $\mu$ is said to be an $\epsilon$-well-supported CDT equilibrium for a game if it satisfies inequality Lemma 28 up to $\epsilon$ relaxation on the r.h.s.

This approximation concept is polynomially precision-related to $\epsilon$-CDT equilibria, and it has a close connection to approximate KKT points.

Lemma 30 (Tewolde et al., 2023). Let $\mu$ be a profile of a game $\Gamma$ with imperfect recall. Then:

1. If $\mu$ is an $\epsilon$-well-supported CDT equilibrium of $\Gamma$ then it is also an $\epsilon$-CDT equilibrium of $\Gamma$.

2. If $\mu$ is an $\epsilon$ CDT equilibrium of $\Gamma$ then we can compute a $(3L_\infty |H| \sqrt{\epsilon})$-well-supported CDT equilibrium of $\Gamma$, where $L_\infty$ is the Lipschitz constant obtained as in Appendix A.3.

3. If $\mu$ is an $\epsilon$-well-supported CDT equilibrium of $\Gamma$ then it is an $\epsilon$-KKT point to Proposition 16.1, that is, it satisfies KKT conditions (3), except the last one that is replaced by

$$|\nabla_{jk} U^{(i)}(\mu) + \tau^{(i)}_{jk} - \kappa^{(i)}_{jk} | \leq \epsilon.$$

Proof. Analogous Tewolde et al. [2023][Section H.3]. \[\blacksquare\]

Corollary (Restatement of Corollary 17). 1P-CDT-S for 1/poly precision is in P.

Proof. Let the reward range of the game be in $[0, 1]$. Then the utility function $U^{(i)}$ and its gradient are both $L_\infty$-Lipschitz.
C.2 On Comparing the Solution Concepts

Proposition (Restatement of Proposition 18; Oesterheld and Conitzer, 2022). A Nash equilibrium is an EDT equilibrium. An EDT equilibrium is a CDT equilibrium.

Proof. If μ is a Nash equilibrium, then every player i ∈ N plays their optimal strategy in S^(i) in response to the profile of the others. In particular, for each of her infosets I_j, she plays the optimal randomized action in Δ^(m_j - 1) in response to her own strategy at other infosets j' ≠ j and to the profile of the others. Therefore, μ is an EDT-equilibrium.

If μ is an EDT-equilibrium, then for every player i ∈ N and each of her infosets I_j, we have that μ^(i) is the global optimum of

\[ \max_{\alpha \in \Delta^{|A|-1}} U^{(i)}(\mu^{(i)}_{I_j \rightarrow \alpha}, \mu^{(-i)}) . \]

In particular, it will be a KKT point of this maximization problem. These KKT conditions, grouped together for all infosets I_j, coincide with the KKT conditions of Proposition 16. Therefore, μ is a CDT-equilibrium.

Remark (Restatement of Remark 19). Without absentmindedness, deviation incentives of EDT and of CDT coincide, and so do the equilibrium concepts. Hence, complexity results such as Proposition 16 and Theorem 6 will apply to EDT equilibria as well.

Proof. If there is no absentmindedness in a game Γ, then each player enters each of her infosets at most once within the same game play. Therefore, utility function \( U^{(i)}(\mu) = U^{(i)}(\mu^{(i)}_{I_j \rightarrow \alpha}, \mu^{(-i)}) \) is linear in an action probability \( \mu(\alpha \in I) \). In particular, the first order approximation \( U^{(i)}_{\text{CDT}}(\alpha \mid \mu, I) \) of \( U^{(i)}(\mu^{(i)}_{I_j \rightarrow \alpha}, \mu^{(-i)}) \) becomes exact. Hence, EDT utilities and CDT utilities coincide, yielding coinciding equilibrium sets.

Remark (Restatement of Remark 20). If each player has only one infoset in total, then the EDT equilibrium coincides with the Nash equilibrium.

Proof. If a player i ∈ N has only one infoset I, then S^(i) = Δ(A_I) as well as \( U^{(i)}(\mu^{(i)}_{I \rightarrow \alpha}, \mu^{(-i)}) = U^{(i)}(\alpha, \mu^{(-i)}) \) for \( \alpha \in \Delta(A_I) \). Hence, the Definitions 2 and 10 coincide.

D On Section 5

In this section, we prove the results in Section 5. To that end, we restate results taken from the main body, and give new numbers to definitions and results presented first in this appendix.

Figure 9: As in Figure 5 but with payoffs first shifted by 1 and then scaled with 1/4, such that \( \lambda' \equiv (\lambda + 1)/4 \).

D.1 On the Existence of EDT Equilibria

Recall the absentminded penalty shoot-out in Figure 5, and also consider the variation of Figure 9 in which its payoffs are shifted and scaled.

Lemma 31. In the games of Figure 5 for value \( \lambda \) and Figure 9 for value \( \lambda' = (\lambda + 1)/4 \), we have coinciding EDT and Nash equilibrium sets.

Proof. First note that EDT and Nash equilibria coincide within each game due to Remark 20. Thus we may turn our attention to Nash equilibria. The Nash equilibrium sets of the two games coincide because they are positive affine transforms of each other [Tewolde and Conitzer, 2024]: P1 maximizes her utility function \( U^{(1)}(\cdot, \mu^{(-1)}) \). But its maximum stays the same even if one adds constant 1 and scales it afterwards with positive 1/4. Hence, P1’s best response stay the same in both games. Analogously for P2 whose utility function was shifted by −1 and scaled by positive 1/4. In particular, any Nash equilibria in one game (if existent at all) will remain Nash equilibria in the other game.

Lemma (Restatement of Lemma 21). Figure 5 has an EDT equilibrium if and only if \( \lambda \geq 3 \).

Proof. Again, the first equivalence follows from Remark 20.

For the second equivalence note that due to Lemma 31, Figure 5 has a Nash equilibrium for some \( \lambda \) if and only if Figure 9 has a Nash equilibrium for \( \lambda' = (\lambda + 1)/4 \). Hence, we can show instead that Lemma 31 has a Nash equilibrium if and only if \( \lambda' \geq 1 \).

Suppose \( \lambda' \geq 1 \) in Figure 9. Then P2 has a (weakly) dominant strategy of playing right. P1 best responds to that with playing left. This profile forms a Nash equilibrium.

Suppose \( \lambda' < 1 \) in Figure 9. For the sake of contradiction, suppose furthermore that the game has a Nash equilibrium \( \mu^* \).

First, note that this game has the following best response cycle: P1 plays left \( \Rightarrow \) P2 plays left \( \Rightarrow \) P1 plays right \( \Rightarrow \) P2 plays right \( \Rightarrow \) P1 plays left. Therefore, \( \mu^* \) cannot contain a pure strategy because this would lead to a contradiction due to the best response cycle.

Therefore, \( \mu^* \) is fully randomized. Let \( 0 < s^*, t^* < 1 \) be the probabilities with which P1 and P2 play left in \( \mu^* \) respectively. Note that the strategy spaces of P1 and P2 are fully
of the payoffs of P1. This is a polytime construction. Let us show equivalence of the decision problems.

Suppose a utility \( \geq 3 \) can be achieved in \( \Gamma \). Then, there is also an optimal strategy \( \pi \) for \( \Gamma \) with utility \( \geq 3 \). By Proposition 18, this is also an EDT equilibrium of \( \Gamma \). Then, the profile \((\text{left}, \pi)\), right) makes an EDT equilibrium in \( G \): P1 cannot improve at her first (and only relevant) infoset because P2 is going right, and P2 cannot improve at his infoset because he would receive a utility (loss) \( \geq 3 \) upon going left.

Suppose \( G \) has an EDT equilibrium \( \mu \). Let \( \lambda \) be the de-se utility that \( \mu \) achieves in subgame \( \Gamma \). Observe that the infosets of subgame \( \Gamma \) in \( G \) are separated from the other infosets in \( G \). In particular, P1 knows when she is in subgame \( \Gamma \) of \( G \), and P2 does not get to act in that subgame. Therefore, \( \mu \) restricted to the first infoset of each player must make an EDT equilibrium of Figure 5 for that value \( \lambda \). By Lemma 21, we obtain \( \lambda > 3 \). Hence, a utility of \( \geq 3 \) can be achieved in \( \Gamma \).

About the hardness restrictions: Gimbert et al. [2020] show hardness of Proposition 3 even for degree 4 polynomials, that is, games with degree of absentmindedness 4. Moreover, \( G \) is a 2p0s game in which P2 has perfect recall.

**Theorem** (Restatement of Theorem 4). EDT-D is \( \Sigma^p_2 \)-complete. Hardness holds for 1poly precision and 2p0s games with one infoset per player and a degree of absentmindedness of 4.

**Proof.** \( \Sigma^p_2 \)-membership: EDT-D is the special case of NASH-D in which each infoset is played by a new additional player. Thus membership follows from Theorem 2.

\( \Sigma^p_2 \)-hardness: We reduce from the \( \Sigma^p_2 \)-complete problem \( \exists \forall 3\text{-DNF-SAT} \) [Stockmeyer, 1976][Section 4], which is the following problem: given a 3-DNF formula \( \phi(x, y) \) with \( k \) clauses where \( x \in \{0, 1\}^{m-1} \) and \( y \in \{0, 1\}^{n-1} \), decide whether \( \exists x \forall y \phi(x, y) \). We consider the standard multilinear form of a DNF formula \( \phi : \mathbb{R}^{m-1} \times \mathbb{R}^{n-1} \to \mathbb{R} \) given by replacing \( \land \) with multiplication, \( \lor \) with addition, and \( \neg \) with \( 1 - z \), so that, for \( x \in \{0, 1\}^{m-1} \) and \( y \in \{0, 1\}^{n-1} \), \( \phi(x, y) \) is the number of clauses satisfied by \((x, y)\). In particular, formula \( \phi(x, y) \) is satisfied if and only if \( \phi(x, y) \geq 1 \).

**Construction (Part 1)** First, we add variables \( x_m \) and \( y_n \) and the two clauses \( x_m \land \neg y_n \) and \( \neg x_m \land y_n \) to \( \phi \), to get a formula

\[
\phi' : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}, \quad (x, y) \mapsto \phi(x, y) + x_m (1 - y_n) + (1 - x_m) y_n.
\]

Note that \( \phi' \) is also a 3-DNF formula with \( m + n \) variables and \( k \) clauses, and \( \phi' \) (as a SAT formula) is \( \exists \forall \)-satisfiable if and only if \( \phi \) is. That is because \( y_n \) can always be set to \( x_m \) in order to not satisfy the last two added clauses. The sole purpose of these two clauses will be, in our game construction later on, to ensure that if there is no equilibrium, there is also no \( \epsilon \)-equilibrium. Next, construct a 2p0s game as follows. P1 and P2 each have one infoset of \( m + 1 \) and \( n + 2 \) actions. For randomized action profile \((x, y) \in \Delta(m + 1) \times \Delta(n + 2)\) := \( X \times Y \), we set P1’s utility function as

\[
U^{(1)}(x, y) := (1 - y_n + 2) \left( \phi' (m_{x1:m}, n_{y1:n}) - \frac{1}{2} \right) - L \psi_m(x) + L \psi_n(y).
\]
We claim that in this case the profile \( \psi_m \) is of 1/poly precision. The remaining goal is to prove that

Claim 1: if \( \phi' \) is \( \exists \forall \)-satisfiable, then \( \Gamma \) admits an exact equilibrium.

Claim 2: if \( \Gamma \) admits an \( \epsilon \)-equilibrium, then from it, we can construct an assignment \( \bar{x} \in \{0,1\}^m \) that shows \( \exists \forall \)-satisfiability of \( \phi' \).

Those two claims together imply that \( \Gamma \) either admits an exact equilibrium or no \( \epsilon \)-equilibrium. As a conclusion, \( \phi \) will be a “yes” (and resp. “no”) instance of \( \exists \forall /3\)-DNF-SAT if and only if \( \phi' \) is if and only if the corresponding EDT-D instance \((\Gamma, \epsilon)\) has an exact equilibrium (and resp. has no \( \epsilon \)-equilibrium equilibrium), which is the decision question of EDT-D. This completes the reduction.

Claim 1: Suppose \( \phi' \) is \( \exists \forall \)-satisfiable, that is, there exists \( \bar{x} \in \{0,1\}^m \) for which \( \phi'(\bar{x}, \bar{y}) \geq 1 \) for all \( \bar{y} \in \{0,1\}^n \). We claim that in this case the profile \((x^*, y^*)\) where \( x^* := \frac{\bar{x}/m}{1 - \|\bar{x}/m\|_1} \) and \( y^* := \epsilon_{m+2} \) (i.e., always play pure action \( n + 2 \)) is an exact equilibrium. Indeed, we have

\[
U^{(1)}(x^*, y^*) = 0,
\]

and

\[
\min_{y \in Y} U^{(1)}(x^*, y) = \min_{y \in Y} \left( 1 - y_{n+2} + \epsilon'(\bar{x}, \bar{y}) - \frac{1}{2} + L\psi_n(y) \right) \geq \min_{y \in Y} (1 - y_{n+2}) \cdot \frac{1}{2} + 0 \geq 0.
\]

Hence, neither player can unilaterally improve on the outcome of \((x^*, y^*)\). Before we get to Claim 2, we will need two lemma-like observations.

(I) Best Response and Integrality We say that \( x \) is \( \delta \)-integral for \( 0 < \delta < 1/2 \) if \( \bar{x}_i \in [0, \delta] \cup [1 - \delta, 1 + \delta] \) for every \( 1 \leq i \leq m \). We define it analogously for \( y \) where we now have to check for \( 1 \leq j \leq n \). We claim that if \( x \) is an \( \epsilon \)-best response to \( y \) (resp. \( y \) is an \( \epsilon \)-best response to \( x \)), then \( x \) (resp. \( y \)) is \( \sqrt{\epsilon} \)-integral (note that \( \sqrt{\epsilon} \leq 1/28 < 1/2 \)). We show its contraposition. First, observe that \( \phi' \) has \( k \) terms of degree at most 3, and that \( \bar{x}_i, \bar{y}_i \in \{0, \max\{m, n\}\} \) for all \( i, j \). Hence, parameter \( R \) was chosen large enough such that we have for all \((x, y) \in X \times Y \) that \( 0 \leq \phi'(\bar{x}, \bar{y}) \leq R \). For the contraposition, suppose \( x \) is not \( \sqrt{\epsilon} \)-integral, that is, there is \( i \in [m] \) such that \( \bar{x}_i \notin [0, \sqrt{\epsilon}] \cup [1 - \sqrt{\epsilon}, 1 + \sqrt{\epsilon}] \). Then

\[
\psi_m(x) \geq \bar{x}_i^2(1 - \bar{x}_i)^2 \geq \left( \frac{1}{2} \right)^2 (\sqrt{\epsilon})^2 = \epsilon/4
\]

where the second inequality is based on the fact that \( \bar{x}_i \) must have at least 1/2 distance from either 0 or 1 (or both). Hence, by how we set \( L \), we have

\[
U^{(1)}(x, y) \leq 1 \cdot (R - 1/2) - L\psi_m(x) + L\psi_n(y)
\]

\[
\leq R - \frac{8R}{\epsilon} \cdot \frac{\epsilon}{4} + L\psi_n(y)
\]

\[
= R - 2R + L\psi_n(y)
\]

\[
\leq L\psi_n(y) - 1.
\]

But then \( P1 \) at least 1/2 utility units of incentives to deviate to her pure action \( e_{m+1} \) because

\[
U^{(1)}(e_{m+1}, y) \geq 1 \cdot (0 - 1/2) - L \cdot 0 + L\psi_n(y)
\]

\[
= L\psi_n(y) - 1/2.
\]

In particular, \( x \) couldn’t have been an \( \epsilon \)-best response to \( y \) since we set \( \epsilon < 1/2 \). Almost analogous reasoning yields that if \( y \) is an \( \epsilon \)-best response to \( x \), then \( y \) is \( \sqrt{\epsilon} \)-integral. The only difference is that we derive

\[
U^{(1)}(x, y) \geq 1 \cdot (0 - 1/2) - L\psi_m(x) + 2R \geq -L\psi_m(x) + 3/4
\]

and

\[
U^{(1)}(x, e_{m+2}) \leq 0 \cdot (\ldots) - L\psi_m(x) + 0 = -L\psi_m(x).
\]
(II) Integrity and Value Approximation Suppose \((x', y')\) are \(\sqrt{\epsilon}\)-integral, and let \(\lfloor \cdot \rfloor\) denote element-wise rounding. Recall that we denote \(\hat{x}_i = m \cdot x_{1,m}\) and analogous for \(\hat{y}'\). Then \(\hat{x}'\) and \(\lfloor \hat{y}' \rfloor\) are at most \(\sqrt{\epsilon}\) distant from each other in each entry \(i\); and same for \(\hat{y}'\) and \(\lfloor \hat{y}' \rfloor\). Hence, using how we set \(\epsilon\), we can derive that
\[
|\phi'(\hat{x}', \hat{y}') - \phi'(\lfloor \hat{x}' \rfloor, \lfloor \hat{y}' \rfloor)| \leq k(1 + \sqrt{\epsilon})^3 - 1^3
\]
\[
\leq k(1 + 3\sqrt{\epsilon} + 3\sqrt{\epsilon} + \sqrt{\epsilon} - 1)
\]
\[
= 7k\sqrt{\epsilon} = 1/4.
\]
The first inequality comes from the fact that that \(\phi'\) has \(k\) terms with unit coefficients and degree at most 3, so that the maximal difference in a term is if \(\hat{x}_i\) (resp. \(\hat{y}_j\)) is \(1 + \sqrt{\epsilon}\) and \(\lfloor \hat{x}_i \rfloor\) (resp. \(\lfloor \hat{y}_j \rfloor\)) is \(1\). The second inequality uses the Binomial Theorem.

Starting on Claim 2 Suppose \((x^*, y^*)\) is an \(\epsilon\)-equilibrium. By paragraph (I), both \(x^*\) and \(y^*\) are \(\sqrt{\epsilon}\)-integral. Thus, we can set \(\hat{x}_i := \lfloor \hat{x}_i \rfloor\) and \(\hat{y}_j := \lfloor \hat{y}_j \rfloor\) for \(i \in [m]\) and \(j \in [n]\), and obtain \(\hat{x} \in \{0, 1\}^m\) and \(\hat{y} \in \{0, 1\}^n\). That is, \((\hat{x}, \hat{y})\) are Boolean assignments for \(\phi'\). We will show that for all possible assignments \(\hat{y} \in \{0, 1\}^n\), we have \(\phi'(\hat{x}, \hat{y}) \geq 1\). To that end, we will first show an intermediary fact.

Observation \(\phi'(\hat{x}, \hat{y}) \geq 1\): For the sake of contraposition, suppose \(\phi'(\hat{x}, \hat{y}) < 1\), that is, since \((\hat{x}, \hat{y})\) are exactly integral, \(\phi'(\hat{x}, \hat{y}) = 0\). Then consider \(P_2\)'s alternative strategy \(\hat{y} := (\hat{y}/n, 1 - \|\hat{y}/n\|_1, 0)\). Since \(y^*\) is an \(\epsilon\)-best response to \(x^*\), we derive
\[
-3/4(1 - y_{n+2}^*) - L\psi_m(x^*)
\]
\[
= (1 - y_{n+2}^*)(\phi'(\hat{x}, \hat{y}) - 3/4) - L\psi_m(x^*)
\]
\[
\leq (1 - y_{n+2}^*)(\phi'(\hat{x}, \hat{y}) - 3/4) - L\psi_m(x^*) + L\psi_n(y^*)
\]
\[
= U(1)(x^*, y^*) \leq U(1)(x^*, \hat{y}) + \epsilon
\]
\[
= 1 \cdot (\phi'(\hat{x}, \hat{y}) - 1/2) - L\psi_m(x^*) + 0 + \epsilon
\]
\[
\leq \phi'(\hat{x}, \hat{y}) - 1/2 - L\psi_m(x^*) + 1/8
\]
\[
= 0 - 1/8 - L\psi_m(x^*)
\]
This simplifies to -\(3/4\) \((1 - y_{n+2}^*) \leq -1/8\), that is,
\[
1 - y_{n+2}^* \geq 1/6. \tag{5}
\]
This allows us to show that \(x^*\) could not have been an \(\epsilon\)-best response to \(y^*\). Consider \(P_1\)'s alternative assignment \(\hat{z} = (\hat{z}_{1,m-1}, 1 - \hat{z}_m) \in \{0, 1\}^m\), which is \(\hat{z}\) except for the last bit flipped. Since we started with \(\phi'(\hat{x}, \hat{y}) = 0\), we in particular have \(\hat{y}_{m}(1 - \hat{y}_m) + (1 - \hat{y}_m)\hat{y}_{m} = 0\). But then \(\hat{z}_{m}(1 - \hat{y}_m) + (1 - \hat{z}_m)\hat{y}_{m} = 1\), and thus \(\phi'(\hat{z}, \hat{y}) = 1\). Moreover, we also have versus \(y^*\) that
\[
\phi'(\hat{z}, y^*) \geq \phi'(\hat{z}, \hat{y}) - 1/4 = 3/4 + 0 = 3/4 + \phi'(\hat{x}, \hat{y})
\]
\[
\geq 3/4 + \phi'(\hat{x}^*, \hat{y}^*) - 1/4 = \phi'(\hat{x}^*, \hat{y}^*) + 1/2
\]
Finally, consider \(P_1\)'s alternative strategy \(z := (\hat{z}/m, 1 - \|\hat{z}/m\|_1)\). Then
\[
U(1)(z, y^*) = (1 - y_{n+2}^*)(\phi'(\hat{z}, \hat{y}) - 1/2) - L\psi_m(y^*)
\]
\[
\geq (1 - y_{n+2}^*)(\phi'(\hat{x}^*, \hat{y}^*) + 1/2 - 1/2) - L\psi_m(x^*) + L\psi_n(y^*)
\]
\[
= (1 - y_{n+2}^*) \cdot 1/2 + U(1)(x^*, y^*) \geq 1/2 + U(1)(x^*, y^*) + 1/2 > U(1)(x^*, y^*) + \epsilon.
\]
Therefore, \(x^*\) could not have been an \(\epsilon\)-best response to \(y^*\).

Completing Claim 2 By above observation, we have \(\phi'(\hat{x}, \hat{y}) \geq 1\). Let \(y \in \{0, 1\}^n\) be any possible assignment in the 3-DNF formula \(\phi'(\hat{x}, \cdot)\). Define \(\hat{y} := (y/n, 1 - \|y/n\|_1, 0)\). Then, since \(y^*\) is an \(\epsilon\)-best response to \(x^*\), we can derive
\[
\phi'(\hat{x}, y) - 1/4 - L\psi_m(x^*) \geq \phi'(\hat{x}, \hat{y}) - 1/4 - L\psi_m(x^*)
\]
\[
= U(1)(x^*, \hat{y}) \geq U(1)(x^*, y^*) - \epsilon
\]
\[
= (1 - y_{n+2}^*)(\phi'(\hat{x}, \hat{y}) - 1/2) - L\psi_m(x^*) + L\psi_n(y^*) - \epsilon
\]
\[
\geq (1 - y_{n+2}^*)(\phi'(\hat{x}, \hat{y}) - 1/2) - L\psi_m(x^*) + L\psi_n(y^*) - \epsilon
\]
\[
\geq -L\psi_m(x^*) - \epsilon.
\]
But this implies
\[
\phi'(\hat{x}, y) \geq 1/4 - \epsilon > 0.
\]
Since \(\phi'(\hat{x}, y)\) is an integer, we have \(\phi'(\hat{x}, y) \geq 1\), that is, \(\phi'(\hat{x}, y)\) is satisfied. Note that \(y \in \{0, 1\}^n\) was chosen arbitrarily, hence, we conclude that \(\phi'\) is \(3\sqrt{\epsilon}\)-satisfiable (with \(\hat{x}\)).

D.2 On the Search of EDT Equilibria in Single-Player

Theorem (Restatement of Theorem 5). 1P-EDT-S is PLSc complete when the branching factor is constant. Hardness holds even when the branching factor and the degree of absentmindedness are 2.

We will prove this result over multiple steps. First, we consider the corresponding polynomial optimization problem to 1P-EDT-S.

Definition 32. An instance of the search problem NE-POLY-S consists of
1. integers \(l\) and \(m_j\) in binary, determining simplices \(S_j := \Delta^{m_j-1}\)
2. a polynomial function \(p : X_j \in [l]^{m_j} \rightarrow \mathbb{R}\) in the Turing (bit) model, and
3. a precision parameter \(\epsilon > 0\) in binary.
A solution consists of a point \(x \in S := X_j \in [l] S_j\) such that for all \(j \in [l]\) and \(y_j \in S_j\), we have \(p(x) \geq p(y_j, x_{-j}) - \epsilon\).
Lemma 33. 1P-EDT-S is computationally equivalent to NE-POLY-S.

Proof. This follows straightforwardly from the connection of imperfect-recall games and polynomial optimization described in Section 2 and appendix A.4. It only requires the realization that condition \( p(x) \geq p(y_j, x_{-j}) - \epsilon \) corresponds to \( U(1)(\mu) \geq U(1)(\mu_{x_{-j}}) - \epsilon \) in this connection. \( \square \)

For PLS-hardness, it is enough to work on the the hypercube as a domain.

Definition 34. An instance of the search problem CUBE-NE-POLY-S consists of

1. integer \( \ell \) in binary, determining hypercube \([0, 1]^{\ell}\)
2. a polynomial function \( p : \mathbb{R}^\ell \to \mathbb{R} \) in the Turing (bit) model, and
3. a precision parameter \( \epsilon > 0 \) in binary.

A solution consists of a point \( x = (x_1, \ldots, x_\ell) \) in \([0, 1]^{\ell}\) such that for all \( j \in [\ell] \) and \( y_j \in \{0, 1\} \), we have \( p(x) \geq p(y_j, x_{-j}) - \epsilon \).

Lemma 35. CUBE-NE-POLY-S reduces to NE-POLY-S.

Proof. Take an instance \( J = (\ell, p : \mathbb{R}^\ell \to \mathbb{R}, \epsilon) \) of CUBE-NE-POLY-S. Define the corresponding NE-POLY-S instance as \( \tilde{J} = (\ell, (m_j, \tilde{\mu}_j, \tilde{\epsilon}), \epsilon) \), where \( \forall j \in [\ell] : m_j := 2 \) and

\[
\hat{p} : [\ell] \times \mathbb{R}^2 \to \mathbb{R} \quad \left( (x_j, x_{-j}) \right) \mapsto \tilde{\nu}(x_{11}, \ldots, x_{\ell_1}).
\]

Then, if \( \tilde{x}_\star \) is an \( \epsilon \)-Nash equilibrium of \( \tilde{J} \), then so will be \((x_j)_j \in [\ell] \) for \( J \).

Next, we show that CUBE-NE-POLY-S is PLS-hard. For that, we introduce the PLS-complete problem MAX-CUT/FLIP.

Let \( G = (V, E, w) \) be an undirected graph, \( w : E \to \mathbb{N} \) be positive edge weights, and \( V = A \cup B \) be a vertex partition. Then, the cut of \( A \cup B \) is defined as all the edges in between \( A \) and \( B \):

\[
E \cap (A, B) := \{ (u, v) \in E : u \in A \land v \in B \lor u \in B \land v \in A \}.
\]

Its weight is defined as \( w(A, B) := \sum_{e \in E \cap (A, B)} w(e) \). The FLIP neighbourhood of partition \( A \cup B \) is the set of partitions that can be obtained from \((A, B)\) by just moving one vertex from one part to the other:

\[
\text{FLIP}(A, B) := \left\{(A \cup \{b\}) \cup (B \setminus \{b\}) \right\}_{b \in B} \cup \left\{(A \setminus \{a\}) \cup (B \cup \{a\}) \right\}_{a \in A}.
\]

Definition 36. An instance of the search problem MAX-CUT/FLIP consists of an undirected graph \( G = (V, E, w) \) with weights \( w : E \to \mathbb{N} \). A solution consists of a partition \( V = A \cup B \) that has maximal cut weight among its FLIP neighbourhood.

For problems involving weighted graphs \( G = (V, E, w) \), we are interested in their computational complexities in terms of \(|V|, |E|\), and a binary encoding of all weight values.

Lemma 37 (Yannakakis [2003], Schäffer and Yannakakis [1991]). MAXCUT/FLIP is PLS-complete.

This allows us to proof PLS-hardness of our problems of interest.

Lemma 38. MAXCUT/FLIP reduces to CUBE-NE-POLY-S.

Corollary 39. CUBE-NE-POLY-S, NE-POLY-S, and 1P-EDT-S are PLS-hard. Hardness holds even when the branching factor \( (\max_j m_j) \) and the degree of the polynomial / absentmindedness are 2.

Proof of Lemma 38. Let \( G = (V, E, w) \) be an instance of MAXCUT/FLIP. First, we create the associated CUBE-NE-POLY-S instance. Let \( \ell = |V| \) such that each vertex \( v \in V \) is associated to an entry \( x_v \) in \( x \in S = \{0, 1\}^{\ell} \). We can define for point \( x \in S \) and vertices \( t, v \in V \) the function

\[
d_{t,v}(x) := x_t(1 - x_v) + (1 - x_t)x_v
\]

which is maximized if one of the values \( x_t \) and \( x_v \) is 0 and the other is 1; corresponding to \( t \) and \( v \) belonging to different partitions. Set \( W = \sum_{e \in E} w(e) \), \( W' := 2(W + 1) \) and

\[
p(x) = W' \sum_{v \in V} \left( \frac{1}{2} - x_v \right)^2 + \sum_{\{t, v\} \in E} w(t, v) \cdot d_{t,v}(x).
\]

The first summand has a large weight \( W' \) and forces any solution \( x_\star \) to have values \( x_v \) far away from \( \frac{1}{2} \). We can get the Lipschitz constant \( L_\infty = 15W \) for \( p \) over \( S \) by the method described in Appendix A.3. Set \( \epsilon = 1/((2L_\infty + 2) < \frac{1}{2} \).

Let \( x_\star \) be a solution to this CUBE-NE-POLY-S instance. Then we claim: (1) \( L_\infty \) is actually a Lipschitz constant of \( p \) over \( S \), (2) \( W' \). We have \( \forall v : x_v \leq \epsilon \lor x_v \geq 1 - \epsilon \). Define \( z_\star \in \{0, 1\}^\ell \) as \( z_\star = 0 \) if \( x_v \leq \epsilon \) and as \( z_\star = 1 \) if \( x_v \geq 1 - \epsilon \). Then, (3) partition \( V = \{ v \in V : z_\star = 0 \} \cup \{ v \in V : z_\star = 1 \} \) is a solution to the original MAXCUT/FLIP instance.

Claim (1): We have for \( u \in V \)

\[
\nabla_u p(x) = -2W' \left( \frac{1}{2} - x_u \right) + \sum_{\{u, v\} \in E} w(u, v) \cdot (1 - 2x_v)
\]

\[
= -W' + 2W'x_u + W - 2 \sum_{\{u, v\} \in E} w(u, v)x_v.
\]

Using \( W \geq 1 \) and \( W' \leq W \), these polynomial coefficients yield Lipschitz constant

\[
W' + 2W' + W + 2W \leq 15W =: L_\infty
\]

for \( p \) over the hypercube.
Therefore, recalling that 

$$\epsilon \geq p(0, x_{u}^*) - p(x^*)$$

\[= W'(\frac{1}{2} - 0)^2 - W'(\frac{1}{2} - x_u^*)^2\]

$$+ \sum_{\{u,v\} \in E} w(u,v) \cdot d_{u,v}(0, x_{u}^*)$$

$$- \sum_{\{u,v\} \in E} w(u,v) \cdot d_{u,v}(x^*)$$

\[= W'(\frac{1}{4} - (\frac{1}{2} - x_u^*)^2) + \sum_{\{u,v\} \in E} w(u,v) \cdot (x_u^* - d_{u,v}(x^*))

\[= (\text{for})\]

Note that with \(x_u^* \leq \frac{1}{2}\), we have

$$\frac{1}{4} - (\frac{1}{2} - x_u^*)^2 = (1 - x_u^*)x_u^* \geq \frac{1}{2} x_u^*$$

and

$$x_u^* - d_{u,v}(x^*) = x_u^* - x_u^* + x_u^* - x_u^* x_u^* \geq - x_u^*.$$  

Therefore, recalling that \(u\) was a fixed vertex, we can continue with

$$\text{(for)} \geq W' \cdot \frac{1}{2} x_u^* + \sum_{\{u,v\} \in E} w(u,v) \cdot (-x_u^*)$$

$$= x_u^* W' - \sum_{\{u,v\} \in E} w(u,v) \geq x_u^* (W + 1 - W)$$

$$= x_u^*$$

On the other hand, suppose that vertex \(u \in V\) has \(x_u^* > \frac{1}{2}\). Then

$$\epsilon \geq p(1, x_{u}^*) - p(x^*)$$

\[= W'(\frac{1}{2} - (\frac{1}{2} - x_u^*)^2)\]

$$+ \sum_{\{u,v\} \in E} w(u,v) \cdot (1 - x_u^* - d_{u,v}(x^*))$$

\[\geq W' \cdot \frac{1}{2} (1 - x_u^*) + \sum_{\{u,v\} \in E} w(u,v) \cdot (-1 + x_u^*)

\[\geq (1 - x_u^*) \left(\frac{1}{2} W' - \sum_{\{u,v\} \in E} w(u,v)\right)

\[\geq 1 - x_u^*\]

which implies \(x_u^* \geq 1 - \epsilon\). In (\(\ast\)), we used

$$1 - x_u^* - d_{u,v}(x^*) = 1 - x_u^* - 2x_v^* + 2x_v^* x_v^* = (1 - x_u^*)(1 - 2x_v^*) \geq -(1 - x_u^*).$$

Claim (2): Any point \(z \in \{0,1\}^\ell\) induces a partition 

\(V = A(z) \cup B(z) := \{v \in V : z_v = 0\} \cup \{v \in V : z_v = 1\} .\)

Moreover, for any such point \(z\) and vertices \(t, v \in V\), we have

$$d_{t,v}(z) = \begin{cases} 0 & \text{if } z_t, z_v \in A(z) \text{ or } z_t, z_v \in B(z) \setminus \{0,1\} \text{.} \\ 1 & \text{else} \end{cases}$$

Therefore, the cut weight associated to point \(z \in \{0,1\}^\ell\) has a relationship to polynomial \(p\) in the form of

\[p(z) = W' \cdot \ell \cdot \frac{1}{4} + w(A(z), B(z)) \cdot .\]

Now define \(z^*\) as

$$z_v^* := \begin{cases} 0 & \text{if } x_v \leq \epsilon \\ 1 & \text{if } x_v \geq 1 - \epsilon \cdot \end{cases}$$

Let us now show that its induced partition is a solution to the original MAXCUT/FLIP instance. Consider a vertex \(u \in V\) that wants to change the part of the partition it is in. The new partition is induced by the point \((1 - z_v^*, z_{u}^*)\). Using that \(p\) is \(L_\infty\)-Lipschitz and that \(x^*\) is an \(\epsilon\)-Nash equilibrium that is also \(\epsilon\)-close to \(z^*\), we get

\[w(A(1 - z_v^*, z_{u}^*), B(1 - z_v^*, z_{u}^*)) - w(A(z^*), B(z^*)) \]

\[\geq p(1 - z_v^*, z_{u}^*) - p(z^*)\]

\[= p(1 - z_v^*, z_{u}^*) - p(1 - z_v^*, z_{u}^*) + p(1 - z_v^*, z_{u}^*) \]

\[\geq L_\infty ||(1 - z_v^*, z_{u}^*) - (1 - z_v^*, z_{u}^*)||_{\infty} \]

\[= L_\infty \epsilon + L_\infty \epsilon = \epsilon(2L_\infty + 1)\]

\[\leq 1\]

by the choice of \(\epsilon\). Recall that edge weights are integers, and hence, also the weight of a cut. Therefore, the inequality above started with an integer that was shown to be strictly less than 1 at the end. We get

\[w(A(1 - z_v^*, z_{u}^*), B(1 - z_v^*, z_{u}^*)) \leq w(A(z^*), B(z^*)) ,\]

proving that if vertex \(u\) changes the part of the partition it is in, then the cut weight does not increase. Since \(u \in V\) was arbitrary, we have shown that partition \(V = A(z^*) \cup B(z^*)\) has maximal weight among its FLIP neighbourhood.

Proof of Corollary 39. Follows from Lemmata 33, 35 and 37. For the hardness restrictions, note that we started with a degree two polynomial and a hypercube. This is associated to a game tree of depth 3, with a depth of absent-mindedness of at most 2, and with a number of actions per infoset of 2.

Next, we show PLS-membership.

Lemma 40. 1P-EDT-S and NE-POLY-S when the branching factor is constant is in PLS.

Proof. By Lemma 33, it suffices to show this for 1P-EDT-S. We show it by giving a best response dynamics that can be run between the infosets in order to find an \(\epsilon\)-EDT equilibrium. So let \((\Gamma, \epsilon)\) be a 1P-EDT-S instances.
Computing an $\epsilon$-best response: We will now describe a method that, given a profile $\mu$ for $\Gamma$ and an infoset $I_j$, computes an $\epsilon/2$-best response $\alpha \in \Delta^{m_j(i)} - 1 =: S_j$ of that infoset to strategy $\mu^{(1)}_{-j}$ at other infosets. The method is similar to the one described in the proof of Proposition 9. This time, however, instead of working on the whole profile set $S$, we only work on the randomized action simplex $S_j$. We also initialize the hypercube as $B_j := [0, 1]^{m_j(i)}$, and describe it with bounds $(y_k, z_k)_k$. Then, the sentences we will have to solve are whether there exists $(\exists) \alpha \in \mathbb{R}^{m_j(i)}$ such that

$$S_j(\alpha) \cap B_j(\alpha) \cap U(\alpha, \mu^{(1)}_{-j}) \geq t,$$

where $t \in \mathbb{Q}$ is a target value.

As a preprocessing step, we shall first approximate the maximal utility value $u^* \in \mathbb{R}$ achievable with an exact best response. To that regard, initialize

$$u := \min_{z \in z} u^{(1)}(z) - 1 \quad \text{and} \quad \tilde{u} := \min_{z \in z} u^{(1)}(z) + 1.$$

Then $u < u^* < \tilde{u}$. Therefore, sentence (7) is true and false for values $t = u$ and $t = \tilde{u}$ respectively. Hence, we can do binary search on $\mathbb{R}$ to pinpoint $u^*$ by updating the lower and upper bounds $u$ and $\tilde{u}$ accordingly such that $u < u^* < \tilde{u}$ says satisfied and until $|\tilde{u} - u| < \epsilon/4$. Then, in particular, $\tilde{u} := u$ satisfies $|u^* - u| < \epsilon/4$.

### Algorithm 2 Subdivision Search for a Best Response

1. while $\text{diam} \geq \frac{\tilde{u} - u}{4L_\infty}$ do
2. for $k \in [m_j(i)]$ do
3. if $(\exists \alpha : (7)) \land \alpha_k \leq \frac{u_k + z_k}{2}$ then
4. $z_k \leftarrow \frac{u_k + z_k}{2}$
5. else
6. $y_k \leftarrow \frac{u_k + z_k}{2}$
7. end if
8. Update $B_j$ accordingly
9. end for
10. diam $\leftarrow$ diam/2
11. end while

Next, we run Algorithm 2 where (7) is always invoked for value $t = u$. Upon termination, select any point $\alpha$ that satisfies the linear (in-)equality system $S_j(\alpha) \cap B_j(\alpha)$. If $\alpha^*$ is the point that satisfies (7), then due to termination condition, we have $||\alpha - \alpha^*||_\infty < \frac{\epsilon}{4L_\infty}$. This yields

$$U^{(1)}(\alpha, \mu^{(1)}_{-j}) = U^{(1)}(\alpha, \mu^{(1)}_{-j}) - U^{(1)}(\alpha^*, \mu^{(1)}_{-j}) + U^{(1)}(\alpha^*, \mu^{(1)}_{-j})$$

$$= U^{(1)}(\alpha^*, \mu^{(1)}_{-j}) - U^{(1)}(\alpha, \mu^{(1)}_{-j}) - U^{(1)}(\alpha, \mu^{(1)}_{-j})$$

$$\geq \tilde{u} - L_\infty \cdot ||(\alpha, \mu^{(1)}_{-j}) - (\alpha^*, \mu^{(1)}_{-j})||_\infty$$

$$\geq u^* - \epsilon/4 - L_\infty \cdot \frac{\epsilon}{4L_\infty} = u^* - \epsilon/2.$$

Finally, the running time analysis works analogous to the one in the proof of Proposition 9, except that the number

of variables “$m$” now is $m_j^{(1)}$. Since it is constant by assumption, we get polytime computability of such an $\epsilon$-best response $\alpha$.

### c-Best Response Dynamics: The best response dynamics can start at any profile $\mu \in S$, e.g., at the one that plays the first action of each infoset deterministically. The neighbourhood of an iterate $\mu \in S$ shall be all profiles of the form $(\alpha, \mu^{(1)}_{-j})$ where $j \in [I_j]$ and $\alpha$ is an $\epsilon/2$-best response to $\mu^{(1)}_{-j}$. This neighbourhood can be determined within polytime. Finally, we can evaluate the utility $U^{(1)}(\pi)$ of any iterate $\pi = \mu$ or any neighbour $\pi = (\alpha, \mu^{(1)}_{-j})$ within polytime.

Let $\pi$ be returned by this algorithm. Then $\pi$ is an $\epsilon$-EDT equilibrium of $\Gamma$: Take any infoset $I_j$. Let $(\alpha, \pi^{(1)}_{-j})$ be the neighbour associated to that infoset and $u^*$ be the maximal utility value achievable from that infoset with an exact best response. Then, for any alternative randomized action $\alpha' \in \Delta^{m_j(i)} - 1$, we have

$$U^{(1)}(\pi) \geq U^{(1)}(\alpha, \pi^{(1)}_{-j}) - \epsilon/2\geq u^* - \epsilon/2 - \epsilon/2 = u^* - \epsilon \geq U^{(1)}(\alpha', \pi^{(1)}_{-j}) - \epsilon/2.$$

This concludes the proof.

### Corollary (Restatement of Corollary 22). 1P-EDT-S for 1/poly precision is in P when the branching factor is constant.

**Proof.** Let the reward range of the game be in $[0, 1]$ and the desired approximation error be $\epsilon$. Take the best response method described in the previous proof. When the branching factor is constant, it iteratively computes and transitions to an $\epsilon/2$-best response in time $\text{poly}(|\Gamma|, \log(1/\epsilon))$. But this process can update the strategy at most $O(1/\epsilon)$ times. Thus, if $\epsilon$ is of 1/poly size, then the method runs in time $\text{poly}(|\Gamma|, 1/\epsilon)$ overall.

### D.3 On the Search of CDT Equilibria

**Theorem (Restatement of Theorem 6).** CDT-S is PPAD-complete. Hardness holds even for two-player perfect-recall games with one infoset per player and for 1/poly precision.

We prove this in parts.

**Lemma 41.** CDT-S is PPAD-hard, even for two-player perfect-recall games with one infoset per player and for 1/poly precision.

**Proof.** For PPAD-hardness, we can use a well-known reduction from normal-form games to perfect-recall extensive-form games. In particular, we reduce from the PPAD-complete problem of computing an approximate Nash equilibrium, for inverse-polynomial precision, of a two-player normal-form game [Chen et al., 2009]. The representation...
of such a game is the number of pure actions of each player, and all utility payoffs encoded in binary.

Starting from such an instance \((G, \epsilon)\), we can a corresponding instance \((\Gamma, \epsilon)\) of CDT-EQ as follows: Assign the root node of \(\Gamma\) to P1, with an infoset \(I_1^{(1)}\), and the action set such that P1 has in \(G\). Each child of the root node shall be assigned to P2, grouped together to one infoset \(I_1^{(2)}\), and with the action set that P2 has in \(G\). Finally, each node of depth 3 is a terminal node, with utility payoffs equal to what the players would have received in \(G\) if they played the same action there that lead to this terminal node. This is a polytime construction.

Then, \(\Gamma\) has perfect recall, hence no absentmindedness, and it has one infoset per player. By Remarks 19 and 20, \(\epsilon\)-CDT equilibria of \(\Gamma\) equal its \(\epsilon\)-Nash equilibria which, in return, equal the \(\epsilon\)-Nash equilibria in \(G\).

Next, we show PPAD-membership of CDT-S by leveraging the general tool of Etessami and Yannakakis [2010][Section 2.3] to show that a fixed point problem is in PPAD. First, we define the fixed point function that is similar to Nash and Padimtiou, 2011[Lemma 3.4], and show that if profiles \(\mu\) have distance \(|\|\mu - \pi\|\| \leq \epsilon\) and \(h^{(i)}(\mu)\) is non-positive for each action \(a_k\). For the sake of contradiction, suppose that the subset \(\mathcal{S} := \{k \in [\eta] : g^{(i)}(\mu) > 0\}\) of actions with positive advantage is non-empty.

Then observe that \(\sum_{k'=1}^{\eta} \max\{0, g^{(i)}(\mu)\} > 0\). Thus, all actions \(k \notin \mathcal{K}\) with non-positive advantage satisfy

\[
\mu^{(i)}_{jk} = F(\mu)^{(i)}_{jk} = \frac{\mu^{(i)}_{jk} + 0}{1 + \sum_{k'=1}^{\eta} \max\{0, g^{(i)}_{jk}(\mu)\}},
\]

which implies \(\mu^{(i)}_{jk} = 0\). Hence, \(\text{supp}(\mu^{(i)}_{jk}) \subseteq \mathcal{K}\). Knowing this, we can derive the contradiction

\[
U^{\text{CDT}}(\mu_j^{(i)} | \mu, I_j) = \sum_{k \in [\eta]} \mu_{jk}^{(i)} \cdot U^{\text{CDT}}(a_k | \mu, I_j) = \sum_{k \in \text{supp}(\mu^{(i)}_{jk})} \mu_{jk}^{(i)} \cdot \left(g^{(i)}_{jk}(\mu) + U^{\text{CDT}}(\mu_j | \mu, I_j)\right) > \sum_{k \in \text{supp}(\mu^{(i)}_{jk})} \mu_{jk}^{(i)} \cdot U^{\text{CDT}}(\mu_j | \mu, I_j) = U^{\text{CDT}}(\mu_j | \mu, I_j).
\]

Thus, \(\mathcal{K}\) must have been empty. Since this holds for each player and infoset, \(\mu\) must have been an exact CDT equilibrium for \(\Gamma\).

Next, we show that \(F\) is Lipschitz continuous for a moderately sized Lipschitz constant in terms of the game instance \(\Gamma\).

**Lemma 43.** Given a game \(\Gamma\) with imperfect recall, its mapping \(F\) from (8) is Lipschitz continuous on the profile set \(S\) with Lipschitz constant \(L_F := 11|H|^2 L_\infty\), where \(L_\infty\) is the Lipschitz constant of \(\Gamma\) as described in Appendix A.3.

**Proof.** We follow the proof outline of [Daskalakis and Papadimitriou, 2011][Lemma 3.4], and show that if profiles \(\mu\) and \(\pi\) have distance \(||\mu - \pi||\| \leq \epsilon\), then \(||F(\mu) - F(\pi)||\| \leq 11|H|^2 L_\infty \epsilon\).

First, consider \(h^{(i)}_{jk} = U^{\text{CDT}}(a_k | \mu, I_j)\) as a function in profile \(\mu' \in S\), for a given \(i, j, k\).

\(h^{(i)}_{jk}\) is Lipschitz continuous: We show this with the profiles \(\mu\) and \(\pi\) above. We have
\begin{align*}
|h_{jk}^{(i)}(\mu) - h_{jk}^{(i)}(\pi)| \\
= |U^{(i)}(\mu) + \nabla_j U^{(i)}(\mu) - \sum_{k' \in [m_j^{(i)}]} \mu_{j,k'} \cdot \nabla_{j,k'} U^{(i)}(\mu) \\
- U^{(i)}(\pi) - \nabla_j U^{(i)}(\pi) + \sum_{k' \in [m_j^{(i)}]} \pi_{j,k'} \cdot \nabla_{j,k'} U^{(i)}(\pi)| \\
\leq |U^{(i)}(\mu) - U^{(i)}(\pi)| + |\nabla_j U^{(i)}(\mu) - \nabla_j U^{(i)}(\pi)| \\
+ \left| \sum_{k' \in [m_j^{(i)}]} \mu_{j,k'} \cdot \nabla_{j,k'} U^{(i)}(\mu) - \pi_{j,k'} \cdot \nabla_{j,k'} U^{(i)}(\pi) \right| \\
\leq L_{\infty}^{\epsilon} + L_{\infty}^{\epsilon} \\
+ \sum_{k' \in [m_j^{(i)}]} |\mu_{j,k'} - \pi_{j,k'}| \cdot |\nabla_{j,k'} U^{(i)}(\mu)| \\
\leq 2L_{\infty}^{\epsilon} + \sum_{k' \in [m_j^{(i)}]} (L_{\infty}^{\epsilon} + 1 \cdot L_{\infty}^{\epsilon}) \\
\leq 2L_{\infty}^{\epsilon} + 2|\mathcal{H}| L_{\infty}^{\epsilon} = 4|\mathcal{H}| L_{\infty}^{\epsilon}.
\end{align*}

\textbf{Lemma 44.} It is in PPAD to find an $\epsilon$-fixed point of associated mapping $F$ to a game $\Gamma$ with imperfect recall.

\textbf{Proof.} We invoke [Etessami and Yannakakis, 2010][Proposition 2.2 (2)] for this, for which we need that mapping $F$ is polynomially continuous and polynomially computable. The former follows from Lemma 43. The latter follows because the profile set $S$ is easy to describe and $F$ is polytime computable. \hfill $\square$

For the next (and last) result, note that the value
\[ \theta := \max \left\{ 1, \frac{3|\mathcal{H}| \cdot \max_{z \in \mathcal{Z}, i \in \mathcal{N}} |u_i(z)|}{} \right\} \]
serves as an upper bound on values $g_{jk}^{(i)}(\mu)$. (We need the factor $|\mathcal{H}|$ because of (2)).

\textbf{Lemma 45.} For any game $\Gamma$ with imperfect recall, if $\mu$ is an $\epsilon$-fixed point ($\epsilon < \frac{1}{3}$) of its associated mapping $F$, then $\mu$ is an $\epsilon'$-CDT equilibrium of $\Gamma$, where $\epsilon' := 2\theta|\mathcal{H}|^{3/2} \epsilon$ and $\theta$ is defined as above.

\textbf{Proof.} We follow the proof outline of [Etessami and Yannakakis, 2010][Proposition 2.3]. Let $\mu$ be an $\epsilon$-fixed point of $F$. Then we show that for all indices $i, j, k$, we have $\max\{0, g_{jk}^{(i)}(\mu)\} \leq \epsilon'$. This then implies that $\mu$ is an $\epsilon'$-CDT equilibrium by Definition 14 and Remark 27.

Take any player $i$ and infoset $j$. Then $||F(\mu) - \mu||_{\infty} < \epsilon$ implies for any action $k \in [m_j^{(i)}]$:
\begin{equation}
\max\{0, g_{jk}^{(i)}(\mu)\} - \mu_{jk}^{(i)} \cdot \sum_{k' \in [m_j^{(i)}]} \max\{0, g_{jk'}^{(i)}(\mu)\} \\
\leq \epsilon \cdot \left(1 + \sum_{k' = 1}^{m_j^{(i)}} \max\{0, g_{jk'}^{(i)}(\mu)\}\right) \leq \epsilon(1 + |\mathcal{H}| \cdot \theta) \leq 2\theta|\mathcal{H}| \epsilon.
\end{equation}

Next, define $\mathcal{K}^+: = \{k \in [m_j^{(i)}] : g_{jk}^{(i)}(\mu) > 0\}$ and $\mathcal{K}^- := \{k \in [m_j^{(i)}] : g_{jk}^{(i)}(\mu) < 0\}$.

Case 1: There is an index $\tilde{k} \in \mathcal{K}^-$ with $\mu_{\tilde{k}j}^{(i)} \geq \sqrt{\frac{\epsilon}{|\mathcal{H}|}}$, then for any action $k \in [m_j^{(i)}]$:
\begin{equation}
\max\{0, g_{jk}^{(i)}(\mu)\} \leq \sqrt{\frac{|\mathcal{H}|}{\epsilon}} \cdot \sqrt{\frac{\epsilon}{|\mathcal{H}|}} \sum_{k' = 1}^{m_j^{(i)}} \max\{0, g_{jk'}^{(i)}(\mu)\} \\
\leq \sqrt{\frac{|\mathcal{H}|}{\epsilon}} \cdot \mu_{\tilde{k}j}^{(i)} \sum_{k' = 1}^{m_j^{(i)}} \max\{0, g_{jk'}^{(i)}(\mu)\} \\
\leq \sqrt{\frac{|\mathcal{H}|}{\epsilon}} \cdot \mu_{\tilde{k}j}^{(i)} \sum_{k' = 1}^{m_j^{(i)}} \max\{0, g_{jk'}^{(i)}(\mu)\}.
\end{equation}

We call $\mu \in S$ an $\epsilon$-fixed point of $F$ if $||F(\mu) - \mu||_{\infty} < \epsilon$. 

\hfill $\square$
\[
\begin{align*}
    \kappa \in K^- & \quad \frac{\sqrt{|H|}}{\varepsilon} \cdot \max\{0, g^{(i)}_{\mu}(\mu)\} - \mu^{(i)}_{jk} \sum_{k' = 1}^{m_{j}^{(i)}} \max\{0, g^{(i)}_{j'k'}(\mu)\} \\
    & \leq \sqrt{\frac{|H|}{\varepsilon}} \cdot 2\theta|H|\varepsilon = 2\theta|H|^{3/2} \sqrt{\varepsilon} = \varepsilon' .
\end{align*}
\]

Case 2: For all indices \( \kappa \in K^- \), we have \( \mu^{(i)}_{jk} < \sqrt{\frac{\varepsilon}{|H|}} \).

We first have to observe that

\[
\begin{align*}
    \sum_{k' = 1}^{m_{j}^{(i)}} \mu^{(i)}_{jk'} \cdot \max\{0, g^{(i)}_{j'k'}(\mu)\} & = \sum_{k' \in K^+} \mu^{(i)}_{jk'} \cdot g^{(i)}_{j'k'}(\mu) \\
    & = \sum_{k' = 1}^{m_{j}^{(i)}} \mu^{(i)}_{jk'} \cdot g^{(i)}_{j'k'}(\mu) - \sum_{k' \in K^-} \mu^{(i)}_{jk'} \cdot g^{(i)}_{j'k'}(\mu) \\
    & = U^{(i)}_{CDT}(\mu_{jk}, I_j) - U^{(i)}(\mu) - \sum_{k' \in K^-} \mu^{(i)}_{jk} \cdot g^{(i)}_{j'k}(\mu) \\
    & \leq \sum_{k' \in K^-} \mu^{(i)}_{jk} \cdot (\varepsilon) \leq |H| \sqrt{\varepsilon} \\
    & \leq \theta \sqrt{|H|} \sqrt{\varepsilon} .
\end{align*}
\]

Next, set \( k^* = \arg\max_{k \in K^+} g^{(i)}_{j}(\mu) \).

Case 2.1: Probability \( \mu^{(i)}_{jk^*} \geq \frac{1}{2|H|} \). Then for any action
\[
\begin{align*}
    \max\{0, g^{(i)}_{jk}(\mu)\} & \leq \max\{0, g^{(i)}_{jk^*}(\mu)\} \\
    & = \frac{2|H|}{2|H|} \max\{0, g^{(i)}_{j}(\mu)\} \leq 2|H| \mu^{(i)}_{j} \max\{0, g^{(i)}_{jk^*}(\mu)\} \\
    & \leq 2|H| \sum_{k' = 1}^{m_{j}^{(i)}} \mu^{(i)}_{jk'} \max\{0, g^{(i)}_{j'k'}(\mu)\} \\
    & \leq 2|H| \cdot \theta \sqrt{|H|} \sqrt{\varepsilon} = 2\theta|H|^{3/2} \sqrt{\varepsilon} = \varepsilon' .
\end{align*}
\]

Case 2.2: Probability \( \mu^{(i)}_{jk^*} < \frac{1}{2|H|} \). Then for any action
\[
\begin{align*}
    \max\{0, g^{(i)}_{jk}(\mu)\} & \leq \max\{0, g^{(i)}_{jk^*}(\mu)\} \\
    & = 2 \left( \max\{0, g^{(i)}_{jk^*}(\mu)\} - \frac{1}{2} \max\{0, g^{(i)}_{jk^*}(\mu)\} \right) \\
    & = 2 \left( \max\{0, g^{(i)}_{jk^*}(\mu)\} - \frac{1}{2|H|} \max\{0, g^{(i)}_{jk^*}(\mu)\} \right) \\
    & \leq 2 \left( \max\{0, g^{(i)}_{jk^*}(\mu)\} - \frac{1}{2|H|} \sum_{k' = 1}^{m_{j}^{(i)}} \max\{0, g^{(i)}_{jk^*}(\mu)\} \right)
\end{align*}
\]

\[
\begin{align*}
    & \leq 2 \cdot \left( \max\{0, g^{(i)}_{jk^*}(\mu)\} - \frac{1}{2|H|} \sum_{k' = 1}^{m_{j}^{(i)}} \max\{0, g^{(i)}_{jk^*}(\mu)\} \right)
\end{align*}
\]
Lemma 47. A game $\Gamma$ with imperfect recall can be polytime reduced to a game $\Gamma'$ with imperfect recall such that $\Gamma'$ has the same strategy sets and utility functions as $\Gamma$, and $\Gamma'$ has only one chance node which is placed at the root. That chance node randomizes uniformly over $2^t$ actions for some integer $t$ in $O(\log |H|)$ where $|H|$ is the number of nodes in $\Gamma$.

In particular, $\Gamma$ and $\Gamma'$ have the same $\epsilon$-equilibria.

Proof. Let $\Gamma$ be a game with imperfect recall. Get its utility functions $U^{(1)}, \ldots, U^{(N)}$. Use Appendix A.4 to create a game $\Gamma'$ with imperfect recall out of it, that has utility functions $U^{(1)}, \ldots, U^{(N)}$. Both of these steps take polytime. Notably, $\Gamma'$ has only one chance node $h_0$ at the root, and that one is randomizing uniformly over a number of outgoing actions $t$ that is equal to the number of monomials with nonzero coefficients in the functions $U^{(1)}, \ldots, U^{(N)}$. This is bounded by the number of terminal nodes $|Z|$ in $\Gamma$, which is bounded by the number of nodes $|H|$ in $\Gamma$. Next, we pad the number of outgoing edges at $h_0$ in $\Gamma'$ to $2^{\log(r)}$ to obtain the final game $\Gamma''$: Add $2^{\log(r)} - r$ many actions to $h_0$, each leading to a terminal node with utility $0$ for all player. Next, make the probability distribution at $h_0$ uniform over these $2^{\log(r)}$ actions, and rescale the payoffs at terminal nodes that were in $\Gamma$ before this padding action by $2^{\log(r)}/r$. This padding procedure is polytime (we added at most $r$ additional actions at the root) and it ensures that the new game $\Gamma''$ has the same utility functions as $\Gamma''$ which has the same utility function as original game $\Gamma$. Hence, $\Gamma''$ and $\Gamma'$ have the same $\epsilon$-equilibria since those are defined in terms of the strategy sets and ex-ante utility functions. Last but not least, $\Gamma''$ has only one chance node at the root which randomizes uniformly over $2^{\log(r)}$ actions where $\log(r) = O(\log |H|)$. 

Proposition 48. Let $\Gamma$ be a game with imperfect recall that has only one chance node at the root which randomizes uniformly over $2^t$ actions for some $t \in \mathbb{N}$. Then $\Gamma$ can be polytime reduced to a game $\Gamma'$ with imperfect recall such that

1. $\Gamma'$ has no chance nodes
2. exact equilibria of $\Gamma$ correspond 1-1 to exact equilibria of $\Gamma'$
3. $\delta$-equilibria of $\Gamma'$ give rise to $\epsilon$-equilibria of $\Gamma$, where we (might) set

$$\delta = \min \left\{ \frac{1}{4}, \frac{\epsilon}{2^t + 1} \right\}$$

using a Lipschitz constant $L_\infty$ as described in Appendix A.3.

Proof. Let $\Gamma$ be a game with imperfect recall with one chance node $h_0$ at the root with the above description. We assume w.l.o.g. that the payoffs in $\Gamma$ are $\geq 1$ (otherwise first shift the payoffs in $\Gamma$ by $1 - \min_{z \in Z \in \mathcal{I}} u^{(i)}(z)$). Replace $h_0$ with one big infoset $I_c$ with 2 actions $l$ (left) and $r$ (right) and a degree of absentmindedness of $2t$. It is irrelevant which player is assigned to $I_c$, so let it be P1. Figure 6 gives an example for $t = 1$ and Figure 10 gives an example for $t = 3$.

The Construction:

Formally, we replace $h_0$ by a tree $T$ of terminal nodes and nodes in $I_c$ as follows. $T$ will have a depth of $2t + 1$. Start at the root $h^{0}_{lr}$, assign it to $I_c$, and call its depth level 0. Create two outgoing edges $l$ and $r$ to nodes $h^{1}_{l}$ and $h^{1}_{r}$. Assign those nodes to $I_c$ as well. Make nodes $h^{1}_{l}$ and $h^{1}_{r}$ terminal nodes with payoff $-1$ to all players. Assign nodes $h^{1}_{lr}$ and $h^{1}_{rl}$ to $I_c$. Next, we create depth levels $2$ to $2t$ and $2t + 2$ by induction. Let node $h'$ be in $I_c$, and at an even depth level, Assign its two children $h'_{l}$ and $h'_{r}$, as well as their respective child $h'_{lr}$ and $h'_{rl}$, to $I_c$. The nodes $h'_{ll}$ and $h'_{rr}$ shall be terminal nodes with payoff 0 to all players. Finally, depth levels $2t - 1$ and $2t$ shall be created in the same way, except that the nodes at level $2t$ that would have been assigned to $I_c$ are now instead being replaced by the children of the original chance node $h_0$ (order of replacement is irrelevant). This works out number-wise because there are exactly $2^{2t/2} = 2^t$ many nonterminal nodes at depth level $2t$.

How $\Gamma'$ looks like:

If $S = \times_{i \in \mathcal{N}} S^{(i)}$ is the strategy set of $\Gamma$, then

$$S' = S^{(1)} \times \Delta(\{l, r\}) \times \prod_{i \in \mathcal{N} \setminus \{1\}} S^{(i)} = S \times [0, 1]$$

is the strategy set of $\Gamma'$, where the interval $[0, 1]$ stands for the probability that P1 assigns to playing left $l$ at $I_c$. Take the utility function of any player $i \in \mathcal{N}$ and write it as

$$U^{(i)}(\mu) = \sum_{a \in [2]} \frac{1}{2^t} U^{(i)}(a | h_0 a)$$

for strategy $\mu \in S$.

Observe that each children $h_0 a$ of $h_0$ in the corresponding game $\Gamma'$ has an action history with exactly $t$ appearances of $l$ and $t$ appearances of $r$. Therefore, they are all reached with equal probability $l^t(1-l)^t$, where by abuse of notation we use $l \in [0, 1]$ for the probability put by P1 on action $l$ at $I_c$. Moreover, after the constructed tree $T$ at the beginning, infoset $I_c$ does not occur again. Next, recall that all terminal nodes in $T_c$, except for the two on depth level 2, have a payoff of 0. Hence, if $V^{(i)}$ denotes the utility functions in $\Gamma'$, we can rewrite them as

$$V^{(i)}(\mu, l) = -l^2 - (1-l)^2 + \sum_{a \in [2]} l^t(1-l)^t U^{(i)}(a | h_0 a)$$

$$= -l^2 - (1-l)^2 + 2^t(1-l)^t U^{(i)}(\mu)$$

for strategy $(\mu, l) \in S'$. Note that $0 \leq l \leq 1$ implies $0 \leq (l - \frac{1}{2})^2 \leq \frac{1}{4}$ and thus the factor in front of $U^{(i)}(\mu)$ is always non-negative in a valid profile $(\mu, l)$. Moreover, using that utility $U^{(i)}$ is positive, we observe that any profile $(\mu, l)$ for $l \neq \frac{1}{2}$ is strictly dominated by profile $(\mu, \frac{1}{2})$. In fact, the best response set of P1 to $\mu^{(-1)}$ in $\Gamma'$ is the best response set to $\mu^{(-1)}$ in $\Gamma$ and playing $\frac{1}{2}$ at $I_c$. This is because function $V^{(i)}(\cdot, \mu^{(-1)} \frac{1}{2})$ is just a positive factor scaling and subsequent constant shift of $U^{(i)}(\cdot, \mu^{(-1)})$. Analogous reasoning yields that the best response set of player $i \neq 1$ in $\Gamma'$.
to \((\mu^{(-i)}, l)\) for \(0 \neq l \neq 1\) is equal her best response set in \(\Gamma\) to \(\mu^{(-i)}\).

**Exact Nash and EDT:**
Suppose \(\mu\) is an exact Nash equilibrium or EDT equilibrium of \(\Gamma\). Then by above reasoning, profile \((\mu, \frac{1}{2})\) makes an exact Nash equilibrium or, respectively, EDT equilibrium in \(\Gamma'\).

**Approximate Nash:**
We will now show that given \((\Gamma, \epsilon)\), we can set \(\delta > 0\) sufficiently small but of size \(\text{poly}(\epsilon, |\Gamma|)\), such that if \((\mu, l)\) is a \(\delta\)-Nash equilibrium in \(\Gamma'\), then \(\mu\) is an \(\epsilon\)-Nash equilibrium in \(\Gamma\).

First, we bound how far away \(l\) can be from \(\frac{1}{2}\). A \(\delta\)-Nash equilibrium in particular satisfies the \(\delta\)-EDT equilibrium condition that \((\mu, l)\) does not perform more than \(\delta\) worse than \((\mu, \frac{1}{2})\) for P1. Thus, using that utility \(U^{(i)}\) is positive, we get

\[
\delta \geq V^{(1)}(\mu, \frac{1}{2}) - V^{(1)}(\mu, l) \\
= 2(l - \frac{1}{2})^2 + 2tU^{(1)}(\mu) \left[ \frac{1}{4} - \left( l - \frac{1}{2} \right)^2 \right] \\
\geq 2(l - \frac{1}{2})^2 + 2tU^{(1)}(\mu) \cdot 0, 
\]

which implies that \(l\) must satisfy

\[
(l - \frac{1}{2})^2 \leq \frac{\delta}{2}. \tag{10}
\]

In particular, we will choose \(\delta \leq \frac{1}{4}\), and have \(0 \neq l \neq 1\).

Next, we show that \(\mu\) is an \(\epsilon\)-Nash equilibrium of \(\Gamma\). Consider any deviation strategy \(\pi^{(i)}\) of player \(i \in \mathcal{N}\) in \(\Gamma\). Then, we get

\[
U^{(i)}(\pi^{(i)}, \mu^{(-i)}) - U^{(i)}(\mu) \\
= 2t \left( \frac{1}{4} - \left( l - \frac{1}{2} \right)^2 \right)^t \left( U^{(i)}(\pi^{(i)}, \mu^{(-i)}) - U^{(i)}(\mu) \right) \\
= V^{(i)}(\pi^{(i)}, \mu^{(-i)}, l) - V^{(i)}(\mu, l) \\
\leq \frac{\delta}{2t \left( \frac{1}{4} - \left( l - \frac{1}{2} \right)^2 \right)^t} \tag{*} \\
\leq \frac{10}{2t} \frac{\delta}{\left( \frac{1}{4} - \frac{1}{8} \right)^t} \tag{10} \\
= \frac{\delta}{2^t} \tag{\dagger} \\
\leq \epsilon, \tag{*}
\]

where we use in \((*)\) that \((\mu, l)\) is a \(\delta\)-Nash equilibrium in \(\Gamma'\), in \((\dagger)\) that we will choose \(\delta \leq \frac{1}{4}\), and in \((*)\) that we will choose \(\delta \leq \frac{1}{2t} \epsilon\). Hence, \(\mu^{(i)}\) is an \(\epsilon\)-best response of player \(i\) to \(\mu^{(-i)}\) in \(\Gamma\). All in all, if we set \(\delta := \min\left\{ \frac{1}{4}, \frac{1}{2t} \epsilon \right\}\), then any \(\delta\)-Nash equilibrium \((\mu, l)\) in \(\Gamma'\) induces \(\mu\) to be an \(\epsilon\)-Nash equilibrium in \(\Gamma\).

**Approximate EDT:**
Analogous reasoning as in approximate Nash. One merely has to consider each infoset \(I\) in \(\Gamma\) and only deviations \(\mu^{(i)}_{l \rightarrow \alpha}\).
Exact CDT:
The KKT characterization Proposition 16 for game $\Gamma$ states that profile $\mu$ is an exact CDT equilibrium of $\Gamma$ if and only if there exist KKT multipliers $\{\tau_{jk}^{(i)} \in \mathbb{R}_{i,j,k=1}^{N \times \ell \times m_i} \}$ and $\{\kappa_{j}^{(i)} \in \mathbb{R}^{N \times \ell \times m_i} \}$ such that

$$
\mu_{jk}^{(i)} \geq 0 \quad \forall i \in [N], j \in [\ell_i], \forall k \in [m_j]
$$

$$
\sum_{k=1}^{m_j} \mu_{jk}^{(i)} = 1 \quad \forall i \in [N], j \in [\ell_i]
$$

$$
\tau_{jk}^{(i)} \geq 0 \quad \forall i \in [N], j \in [\ell_i], \forall k \in [m_j]
$$

$$
\tau_{jk}^{(i)} = 0 \quad \text{or} \quad \mu_{jk}^{(i)} = 0 \quad \forall i \in [N], j \in [\ell_i], \forall k \in [m_j]
$$

$$
\nabla_{jk} U^{(i)}(\mu) + \tau_{jk}^{(i)} - \kappa_{j}^{(i)} = 0 \quad \forall i \in [N], j \in [\ell_i], \forall k \in [m_j]
$$

(11)

The KKT characterization for a profile $(\mu, l)$ in game $\Gamma'$ is the same, except that we replace $\nabla_{jk} U^{(i)}(\mu)$ in (11) with $\nabla_{jk} V^{(i)}(\mu, l)$, and that we need additional multipliers $\tau_{-}^{i}$ and $\tau_{+}^{i}$ such that

$$
l \geq 0 \quad \text{and} \quad l \leq 1
$$

$$
\tau_{-}^{i} \geq 0 \quad \text{and} \quad \tau_{+}^{i} \geq 0
$$

$$
\tau_{-}^{i} = 0 \quad \text{or} \quad l = 0
$$

$$
\tau_{+}^{i} = 0 \quad \text{or} \quad l = 1
$$

$$
\nabla_{l} V^{(i)}(\mu, l) + \tau_{-}^{i} - \tau_{+}^{i} = 0.
$$

(12)

We first observe that

$$
\nabla_{l} V^{(i)}(\mu, l) = 2(1 - 2l) + 2^t(1 - 2l) t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t-1} U^{(i)}(\mu)
$$

$$
= (1 - 2l) \left[ 2 + 2^t t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t-1} U^{(i)}(\mu) \right].
$$

Here, using that utility $U^{(i)}$ is positive, the second factor (the big bracket) will always be positive. Hence, after another look at the KKT conditions, boundary points $l = 0$ and $l = 1$ cannot satisfy the KKT conditions in $\Gamma'$ no matter the choice of $\tau_{-}^{i} \geq 0$ or, respectively, $\tau_{+}^{i} \geq 0$. In the interior $(0, 1)$, the KKT conditions on $l$ reduce to stationary condition

$$
\nabla_{l} V^{(i)}(\mu, l) = 0
$$

which is only satisfied at $l = \frac{1}{2}$. Next, we observe that for indices $i, j, k$, we have

$$
\nabla_{jk} V^{(i)}(\mu, l) = 2^t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t} \nabla_{jk} U^{(i)}(\mu),
$$

which, for $0 < l < 1$ implies that $\nabla_{jk} V^{(i)}(\mu, l)$ is simply a positive rescaling of $U^{(i)}(\mu)$.

Therefore, all in all, we get the equivalence that (1) a point $(\mu, l)$ satisfies the KKT conditions of $\Gamma'$ for multipliers $\{\tau_{jk}^{(i)} \in \mathbb{R}^{N \times \ell \times m_i} \}$, $\{\kappa_{j}^{(i)} \in \mathbb{R}^{N \times \ell \times m_i} \}$, and $\tau_{+}^{i}$ if and only if (2) $l = 1/2$, $\tau_{-}^{i} = 0 = \tau_{+}^{i}$, and $\mu$ satisfies the KKT conditions of $\Gamma$ for multipliers $\{\tau_{jk}^{(i)} \in \mathbb{R}^{N \times \ell \times m_i} \}$ and $\{\kappa_{j}^{(i)} \in \mathbb{R}^{N \times \ell \times m_i} \}$.

Approximate CDT:
We will now show that given $(\Gamma, \epsilon)$, we can set $\delta > 0$ sufficiently small but of size $\text{poly}(\epsilon, |\Gamma|)$, such that if $(\tilde{\mu}, \tilde{l})$ is a $\delta$-CDT equilibrium in $\Gamma'$, then we can compute a profile $\mu'$ from it in polytime such that $\mu$ is an $\epsilon$-CDT equilibrium in $\Gamma$.

First, we use Lemma 30 to transition from the $\delta$-CDT equilibrium in $\Gamma'$ to a $\delta$-well-supported CDT equilibrium $(\mu, l)$ in $\Gamma'$, where $\delta = 3(1/2) |\mathcal{H}| \sqrt{\delta}$ and $L_{\infty}$ is chosen as in Appendix A.3. Next, we approximate the well-supported CDT equilibrium (for precision $\epsilon$ in $\Gamma$ or $\delta$ in $\Gamma'$) and show that $\mu$ is an $\epsilon$-well-supported CDT equilibrium of $\Gamma$.

First, we bound how far away $l$ can be from $\frac{1}{2}$. Analogous to the exact case, we can implicitly choose $\delta \leq 1$ and, therefore, boundary points $l = 0$ and $l = 1$ cannot be in the case of a $\delta$-well-supported CDT equilibrium. Hence, $\tau_{-}^{i} = 0 = \tau_{+}^{i}$ and the above inequality simplifies to

$$
\delta \geq |\nabla_{l} V^{(i)}(\mu, l)|
$$

$$
= |1 - 2l| \cdot \left| 2 + 2^t t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t-1} U^{(i)}(\mu) \right|
$$

$$
\geq |1 - 2l| \cdot 2|
$$

that is

$$
(l - \frac{1}{2})^2 \leq \delta^2 / 4.
$$

(13)

Next, we bound

$$
0 = \frac{1}{2^t} - 2^t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t} \leq \frac{1}{2^t} - 2^t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t}
$$

$$
\leq \frac{1}{2^t} - 2^t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t} = \frac{1}{2^t} - 2^t \left( \frac{1}{4} - \delta^2 \right)^{t}
$$

$$
\leq \frac{1}{2^t} - 1 \cdot (1 - t \delta^2) = \frac{t}{2^t} \delta^2
$$

where in $(*)$ we used Bernoulli’s inequality. Hence

$$
\left| \frac{1}{2^t} - 2^t \left( \frac{1}{4} - (l - \frac{1}{2})^2 \right)^{t} \right| \leq \frac{t}{2^t} \delta^2.
$$

(14)

Finally, we have all the tools to conclude that $\mu$ is an $\epsilon$-well-supported CDT equilibrium of $\Gamma$: Clearly, the domain and complementary conditions are still satisfied since those are the same in $\Gamma$ and $\Gamma'$, and because we simply rescaled the
\[ \{ \frac{1}{2} \}^{\underline{1}} \nu_{ij} \leq 2^{t} + \max_{\mu \in \Sigma} \left| \nabla U^{(i)}(\mu) \right| s_{j}^2 + 2^{t} \delta \]

where we use in (\textit{*}) that (\mu, l) is a \(\delta\)-well-supported CDT equilibrium in \(\Gamma\), in (i) that we will implicitly choose \(\delta \leq 1\), and in (\textit{*}) that we will implicitly choose \(\delta \leq \frac{1}{2^{t+1} \cdot L_{\infty} \epsilon} \). All in all, if we set

\[
\delta := \left( \frac{\min\{1, \frac{\epsilon}{2^{t+1} \cdot L_{\infty}} \}}{3L_{\infty} |\mathcal{H}|} \right)^2,
\]

then any \(\delta\)-CDT equilibrium \((\mu, \tilde{l})\) in \(\Gamma\) gives rise to a \(\min\{1, \frac{\epsilon}{2^{t+1} \cdot L_{\infty}} \}\)-well-supported equilibrium \((\mu, l)\) in \(\Gamma\), which in turn induces \(\mu\) to be an \(\epsilon\)-CDT equilibrium in \(\Gamma\) and therefore, by Lemma 30, an \(\epsilon\)-CDT equilibrium in \(\Gamma\).

We conclude with the main result of this section.

**Proof of Theorems 7 and 8.** Starting with a game \(\Gamma\) with utility payoffs in the range of \([0, 2]\), a precision parameter \(\epsilon \geq 0\) and an equilibrium concept \textit{equilibrium} in \{Nash, EDT, CDT\}, apply Lemma 47 and then Proposition 48 on \(\Gamma\) to get a game \(\Gamma'\). Then \(\Gamma'\) is constructed in polytime, and it has no chance nodes. It also has the same strategy set and game tree structure as \(\Gamma\), except for one additional infoset \(I_{e}\) at the beginning. \(I_{e}\) has a degree of absentmindedness that is bounded by \(2^{t} \cdot |\log |Z|| = O(|\log |\mathcal{H}|)|

For exact computational problems (\(\epsilon = 0\)) we have that \(\mu\) is an equilibrium of \(\Gamma\) if and only if \((\mu, \frac{\epsilon}{2})\) is an equilibrium in \(\Gamma'\). For approximate computational problems (\(\epsilon > 0\)), we still have the correspondence with exact equilibria, but we can also choose \(\delta > 0\) as in Proposition 48 such that \(\delta\)-equilibria in \(\Gamma'\) will be or give rise to \(\epsilon\)-equilibria of \(\Gamma\). Note that \(2^t = \text{poly}(|\mathcal{H}|)\) and that because of bounded utility payoffs in \(\Gamma\), Lipschitz constant \(L_{\infty}\) will be of size \(\text{poly}(|\mathcal{H}|)\) as well. Thus, if \(\epsilon\) was of 1/poly or 1/exp precision (in \(\Gamma\)), then \(\delta\) will continue to be so.

**E.2 On Single-Player Games without Chance Nodes**

Recall that a Boolean formula \(\phi\) is in conjunctive normal form (CNF) if it is a conjunction of a collection of \(m\) clauses \(C_{1}, \ldots, C_{m}\) each of which is a disjunction of literals \(\{x_i, \bar{x}_i\}_{i}\). The problem \textsc{MINSAT} takes a Boolean formula \(\phi\) in CNF together with an integer threshold \(0 \leq s^* \leq m\) as an instance, and asks whether there is a truth assignment for the variables in \(\phi\) that satisfies at most \(s^*\) clauses in \(\phi\). The problem \textsc{2-MINSAT} restricts \textsc{MINSAT} to those instances where each clause \(C_j^*\) of \(\phi\) contains no more than two literals.

**Lemma 49** (Kohli et al. [1994]). \textsc{2-MINSAT} is NP-complete.

We will consider a variant of \textsc{2-MINSAT}. First, suppose a clause \(C_j^*\) uses the same variable \(x\) in both of its literals. Then, it is either always satisfied (\(x \vee \bar{x}\)) in which case it can be removed. Otherwise, it reduces to a singleton clause in which case it can be padded with a dummy variable \(y\) that is only used in that clause. There are only at most \(m\) such paddings needed, and for the minimization procedure it is sufficient to consider only those truth assignments that set \(y\) to be false. Hence, with linear blowup we can assume w.l.o.g. that the \(2\)-\textsc{MINSAT} instances solely consist of clauses that use two distinct variables.

Next, observe that the negation \(\neg \phi\) – after distributing the negation into the clauses – is a disjunction of the collection of clauses \(C_{1}, \ldots, C_{m}\), where \(C_{j}\) is a conjunction of the negations of the literals in \(C_{j}^*\). Moreover, a truth assignment \(\pi\) satisfies \(M\) clauses in \(\psi\) if and only if it satisfies (exactly the other) \(m - M\) clauses in \(\neg \phi\). Putting both of these together, we obtain from Lemma 49:

**Corollary 50.** The following problem \textsc{2-DNF-MAXSAT} is NP-complete: Given a threshold \textsc{DNF} formula \(\phi\) which uses exactly two distinct variables in each of its \(m\) clauses, and given an integer threshold \(0 \leq s^* \leq m\), does there exist a truth assignment for the variables in \(\phi\) that satisfies at least \(s^*\) clauses in \(\phi\)?

We get to the main result of this section.

**Proposition** (Restatement of Proposition 23). \textsc{Opt-D} is NP-hard, even for games with no chance nodes, one infoset, a degree of absentmindedness of 2, and 1/poly precision.

**Proof.** We reduce from \textsc{2-DNF-MAXSAT}. Let \((\phi, s^*)\) be one of its instances, that is, \(\phi\) is a collection of clauses \(C_{1}, \ldots, C_{m}\) over variables \(x_{1}, \ldots, x_{n}\), where each clause is a conjunction of 2 literals of distinct variables. Construct a single-player game \(\Gamma\) with imperfect recall from it as follows. It has one infoset \(I\) with 2\(n\) actions \(\{t_{1}, f_{1}, t_{2}, f_{2}, \ldots, t_{n}, f_{n}\}\), where taking action \(t_{i}\) or \(f_{i}\) will correspond to setting \(x_{i}\) to true or false respectively in a corresponding truth assignment. Root \(h_{0}\) belongs to \(I\), each of
its $2n$ children belong to $I$, and each of their respective $2n$ children are terminal nodes. Hence, there are $4n^2$ terminal nodes in $\Gamma$. Each terminal node $z$ has a history that corresponds to setting some variable $x_i$ to truth value $v$, and setting some (possibly other) variable $x_{i'}$ to truth value $w$, where $v, w \in \{t, f\}$. The utility payoff at such $z$ shall be as follows:

- If $i = i'$, then $z$ yields a penalty payoff of $u(z) = -B$, where $B = (16mn)^2 \in \mathbb{N}$ is a sufficiently large value (but still polynomially large). We will later see that because of this penalty, the player will try to maximize the probability that the case $i \neq i'$ happens. That is, the player will be incentivized to allocate, for each $i$, approximately $1/n$ probability to the actions $t_i$ and $f_i$ together.

- If $i \neq i'$, then $x_i \neq x_{i'}$, hence the partial truth value assignment might already satisfy some clauses $C_j$ of $\phi$. Let $C(x_i \rightarrow v, x_{i'} \rightarrow w) \in \{0, 1, \ldots, m\}$ be the number of such satisfied clauses. For example, a terminal node $z$ with history $(f_5, t_3)$ satisfies all the occurrences of the clauses $x_3 \land \neg x_5$ and $\neg x_3 \land x_5$ in formula $\phi$ (and no other clauses). Define the payoff $u(z)$ to be $C(x_i \rightarrow v, x_{i'} \rightarrow w)$.

Finally, choose target value $t^* := -B \frac{1}{n} + 2 \frac{1}{n^2} s^* + \epsilon$ and precision $\epsilon := 2 \frac{s^*}{n} + \frac{1}{4}$. This whole construction takes poly-time and $\epsilon$ indeed makes a $1/poly$ precision.

We claim that

Claim 1: if there is a truth assignment that satisfies at least $s^*$ clauses of $\phi$, then there is also a strategy of $\Gamma$ with utility at least $t^*$,

Claim 2: if $\Gamma$ has a strategy $\mu$ with utility $\geq t^* - \epsilon$, then from it, we can construct an assignment $\psi$ that satisfies at least $s^*$ clauses of $\phi$, and hence, $\Gamma$ admits a strategy with utility at least $t^*$.

Those two claims imply that one can either achieve utility $t^*$ in $\Gamma$, or one cannot achieve $t^* - \epsilon$. In particular, $(\phi, s^*)$ will be a “yes” (and resp. “no”) instance of 2-DNF-MAXSAT if and only if the corresponding $(\Gamma, t^*, \epsilon)$ is a “yes” (and resp. “no”) instance of OPT-D. This concludes the reduction.

**Utility in $\Gamma$:** First, we characterize the utility function $U$ of the single player in $\Gamma$. In general, a strategy $\mu$ contains action probabilities $\mu(x_i \rightarrow f)$ and $\mu(x_i \rightarrow t)$ on actions $f_i$ and $t_i$ respectively. Any such strategy can instead be described by values $p_i = \mu(x_i \rightarrow f) + \mu(x_i \rightarrow t) \in [0, 1]$, which are the probabilities with which variables $x_i$ are chosen under $\mu$, and values $\alpha_i = \frac{\mu(x_i \rightarrow f)}{p_i} \in [0, 1]$, which are the fractions of times with which variable $x_i$ if chosen – is set to false. If $p_i = 0$, then we can set $\alpha_i$ to an arbitrary value in $[0, 1]$ instead. Since $\mu$ is a strategy, we have $\sum p_i = 1$. We get for any strategy $\mu$ the identity

$$U(\mu) = \sum_{i \in [n]} (p_i f_i) = \sum_{i \in [n]} \mu(x_i \rightarrow f) \cdot \mu(x_i \rightarrow f)
+ \mu(x_i \rightarrow f) \cdot \mu(x_i \rightarrow t) + \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow f)
+ \mu(x_i \rightarrow f) \cdot \mu(x_i \rightarrow t) + \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow f)
+ \mu(x_i \rightarrow f) \cdot \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow f)
+ \mu(x_i \rightarrow f) \cdot \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow t)
+ \mu(x_i \rightarrow f) \cdot \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow t)
+ \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow t) \cdot \mu(x_i \rightarrow t)$$

$$= -B \sum_{i \in [n]} p_i^2 + 2 \sum_{i \in [n]} \sum_{n' > i} p_i p_{n'} \left(\alpha_i \alpha_{n'} \cdot C(x_i \rightarrow f, x_{n'} \rightarrow f) + (1 - \alpha_i) \alpha_{n'} \cdot C(x_i \rightarrow t, x_{n'} \rightarrow f) + (1 - \alpha_i) (1 - \alpha_{n'}) \cdot C(x_i \rightarrow t, x_{n'} \rightarrow t) + (1 - \alpha_i) (1 - \alpha_{n'}) \cdot C(x_i \rightarrow t, x_{n'} \rightarrow t)\right)$$

$$= -B \sum_{i \in [n]} p_i^2 + 2 V(\mu),$$

where $V$ stands for the second (big double) sum. We will later use the fact that

$$0 \leq V(\pi) \leq \sum_{i \in [n]} \sum_{n' > i} 1 \cdot (m + m + m + m) \leq 4nm^2.$$  \hspace{1cm} (15)

**Claim 1** Suppose $\psi$ is a truth value assignment for variables $x_1, \ldots, x_n$. Let $s(\psi)$ be the number of clauses $\psi$ satisfies in $\phi$. Define $\psi$’s associated strategy in $\Gamma$ as

$$\mu_\psi(x_i \rightarrow v) = \begin{cases} 1/n & \text{if } \psi(x_i) = v \\ 0 & \text{if } \psi(x_i) = \neg v \end{cases}$$

for all $i \in [n]$ and $v \in \{f, t\}$. Then observe that $p_i(\mu_\psi) = \frac{1}{n}$, and $a_i(\mu_\psi) = a(x_i)$, and

$$V(\mu_\psi) = \sum_{i \in [n]} \sum_{n' > i} \frac{1}{n^2} \cdot \psi(x_i) \cdot \psi(x_{n'})$$

$$= \frac{1}{n^2} s(\psi).$$

Hence,

$$U(\mu_\psi) = -B \frac{1}{n} + 2 \frac{1}{n^2} s(\psi) = t^* + 2 \frac{1}{n^2} (s(\psi) - s^*)$$

Therefore, overall, if there is truth value assignment $\psi$ for $\phi$ with $s(\psi) \geq s^*$, then $\mu_\psi$ will achieve a utility of at least $t^*$.

**Observation 1 for Claim 2** First, we show that in an (exactly) optimal strategy $\pi$ for $\Gamma$, the probabilities $p_i$ have distance at most

$$d := \sqrt{16mn^2 / B} = \frac{1}{16mn^2} < 1 \hspace{1cm} (17)$$
from value $\frac{1}{n}$. That is because by optimality, it in particular performs better than a strategy $\mu$ defined as follows: Give it the same distribution $\alpha$, and almost the same distribution $q$ as $p$ in $\pi$. The only difference is that for $i^* \in \arg\max_i p_i$ and $i_* \in \arg\min_i p_i$, we define $q_{i^*} = (p_{i^*} + p_{i_*})/2 = q_i$. Instead, then

$$0 \leq U(\pi) - U(\mu) = -B \sum_{i \in [n]} p_i^2 + 2V(\pi) + B \sum_{i \in [n]} q_i^2 - 2V(\mu)$$

$$= -B \sum_{i \in [n]} (p_i^2 - q_i^2) + 2 \cdot 4mn^2 - 0$$

$$= -B \left( p_{i^*}^2 + p_{i_*}^2 - 2 \cdot (p_{i^*} + p_{i_*})/4 \right) + 8mn^2$$

$$= -B \left( p_{i^*}^2/2 + p_{i_*} - p_{i_*}^2/2 + 8mn^2 \right)$$

$$= -B \left( (p_{i^*} - p_{i_*})^2 + 8mn^2 \right),$$

which implies $(p_{i^*} - p_{i_*})^2 \leq 16mn^2/B$, and hence,

$$|p_{i^*} - p_{i_*}| \leq \sqrt{16mn^2/B} = \delta.$$

Note that $i^*$ and $i_*$ were chosen as extreme values, and thus,

$$\frac{1}{n} = \frac{1}{n} \sum_{i \in [n]} p_i \in \left[ \frac{1}{n} \sum_{i \in [n]} p_i, \frac{1}{n} \sum_{i \in [n]} p_i \right] = \left[ p_{i^*}, p_{i_*} \right],$$

where this interval has a length of at most $\delta$. Putting the last two derivations together, we obtain for any $i \in [n]$:

$$p_i \in \left[ p_{i^*}, p_{i_*} \right] \subset \left[ \frac{1}{n} - \delta, \frac{1}{n} + \delta \right].$$

As another consequence, we want to observe for later that for $i, i' \in [n]$, we have

$$p_i p_{i'} \leq \left( \frac{1}{n} + \delta \right)^2 = \frac{1}{n^2} + 2\delta/n + \delta^2$$

$$\leq \frac{1}{n^2} + 2\delta + \delta = \frac{1}{n^2} + 3\delta. \quad (18)$$

Observation 2 for Claim 2 Next, we shall argue that $-B \sum_{i \in [n]} p_i^2$ is maximized at $p_i = 1/n \forall i$. Recall that for any strategy $\mu$ we have $p \in \Delta^{n-1}$. Hence, minimizing the term above is equivalent to $\max_{p \in \Delta^{n-1}} \|p\|^2_2$. This is a uniformly convex function over a convex, compact polytope, hence it attains its global minimum in the relative interior of the simplex (i.e. the inequality constraints are slack). A global minimum also satisfies the KKT conditions, and the KKT conditions for a relative interior point become that $p \in \Delta^{n-1}$ and that $p = \frac{1}{n} \cdot \mathbb{1}$ for some $\kappa \in \mathbb{R}$ and the vector $\mathbb{1}$ that consists of 1’s in each entry. This condition is only satisfied at $p^* = \frac{1}{n} \cdot \mathbb{1}$. In particular, for all $p \in \Delta^{n-1}$, we therefore obtain

$$-B \sum_{i \in [n]} p_i^2 \leq -B \sum_{i \in [n]} \left( \frac{1}{n} \right)^2 = -B \frac{1}{n}. \quad (19)$$

Claim 2 Now suppose $\Gamma$ has a strategy $\mu$ with utility $\geq t^* - \epsilon$. Then, an optimal strategy $\pi'$ also achieves $U(\pi') \geq t^* - \epsilon$. Let us create another optimal strategy $\pi$ from $\pi'$ that satisfies $\alpha \in \{0, 1\}^n$, that is, its distribution $\alpha$ to truth and false values make a proper truth value assignment of variables $x_1, \ldots, x_n$. To that end, note that $U(\pi)$ is linear in $\alpha'_i$ of $\pi'$ for any given values $p$ and $\alpha'_i$, and hence it is maximized at the boundary $\alpha'_i = 0$ or $\alpha'_i = 1$. Therefore, starting from $\pi'$, we can iterative over $i = 1, \ldots, n$ and set $\alpha_i$ to one of these extreme values without decreasing the utility value. Denote the resulting strategy with $\pi$. It is also optimal for $\Gamma$ and its $\alpha \in \{0, 1\}^n$.

For that strategy, we can derive

$$U(\pi) = -B \sum_{i \in [n]} p_i^2 + 2V(\pi) \leq -B \frac{1}{n} + 2 \frac{1}{n^2} (s^* - \frac{1}{4}) = t^* - \epsilon \leq U(\pi').$$

$$= U(\pi) = -B \sum_{i \in [n]} p_i^2 + 2V(\pi) \leq -B \frac{1}{n} + 2V(\pi)$$

$$\leq \delta \sum_{i \in [n]} p_i p_i \cdot C(x_i \rightarrow \alpha_i, x_{i'} \rightarrow \alpha_{i'})$$

$$= \frac{1}{n} \sum_{i \in [n]} \sum_{i' \neq i} (3\delta) \cdot C(x_i \rightarrow \alpha_i, x_{i'} \rightarrow \alpha_{i'})$$

$$\leq \frac{1}{n} \sum_{i \in [n]} \sum_{i' \neq i} (3\delta) \cdot s(\alpha).$$

Rearranging yields

$$s^* \leq \frac{1}{4} + s(\alpha) \cdot 3\delta n^2 \leq s(\alpha) + \frac{1}{4} + \delta \cdot 3n^2$$

$$\leq s(\alpha) + \frac{1}{4} + \frac{1}{16mn^2} \cdot 3n^2 \leq s(\alpha) + \frac{1}{2}.$$

Since both $s^*$ and $s(\alpha)$ are integers, this can only be the case if $s(\alpha) \geq s^*$, that is, there is a truth value assignment that satisfies at least $s^*$ clauses of $\phi$. Using Claim 1 for $\psi = \alpha$, we obtain that there must also be a strategy in $\Gamma$ that achieves a utility of at least $t^*$ in $\Gamma$.

**Corollary 51.** It is NP-hard to distinguish between whether all EDT equilibria $\mu$ in a single-player game have an utility $U^{(1)}(\mu) \geq t$ from whether there is an EDT equilibrium $\mu$ that satisfies $U^{(1)}(\mu) \leq t - \epsilon$. Hardness holds even for games with no chance nodes, one infoset, a degree of absentmindedness of 2, and 1/poly precision.

**Proof.** This follows from Proposition 23, and from the fact that in single-infoset games all EDT equilibria are optimal strategies due to Remark 20.